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Abstract11

Consider an agent exploring an unknown graph in search of some goal state. As it walks around the12

graph, it learns the nodes and their neighbors. The agent only knows where the goal state is when13

it reaches it. How do we reach this goal while moving only a small distance? This problem seems14

hopeless, even on trees of bounded degree, unless we give the agent some help. This setting with15

“help” often arises in exploring large search spaces (e.g., huge game trees) where we assume access to16

some score/quality function for each node, which we use to guide us towards the goal. In our case,17

we assume the help comes in the form of distance predictions: each node v provides a prediction18

f(v) of its distance to the goal vertex. Naturally if these predictions are correct, we can reach the19

goal along a shortest path. What if the predictions are unreliable and some of them are erroneous?20

Can we get an algorithm whose performance relates to the error of the predictions?21

In this work, we consider the problem on trees and give deterministic algorithms whose total22

movement cost is only O(OP T + ∆ · ERR), where OP T is the distance from the start to the goal23

vertex, ∆ the maximum degree, and the ERR is the total number of vertices whose predictions24

are erroneous. We show this guarantee is optimal. We then consider a “planning” version of the25

problem where the graph and predictions are known at the beginning, so the agent can use this26

global information to devise a search strategy of low cost. For this planning version, we go beyond27

trees and give an algorithms which gets good performance on (weighted) graphs with bounded28

doubling dimension.29
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1 Introduction38

Consider an agent (say a robot) traversing an environment modeled as an undirected graph39

G = (V, E). It starts off at some root vertex r, and commences looking for a goal vertex40

g. However, the location of this goal is initially unknown to the agent, who gets to know41

it only when it visits vertex g. So the agent starts exploring from r, visits various vertices42

r = v0, v1, · · · , vt, · · · in G one by one, until it reaches g. The cost it incurs at timestep t is43

the distance it travels to get from vt−1 to vt. How can the agent minimize the total cost?44
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52:2 Graph Searching with Predictions

This framework is very general, capturing not only problems in robotic exploration, but also45

general questions related to game tree search: how to reach a goal state with the least effort?46

Since this is a question about optimization under uncertainty, we use the notion of47

competitive analysis: we relate the cost incurred by the algorithm on an instance to the48

optimal cost incurred in hindsight. The latter is just the distance D := d(r, g) between the49

start and goal vertices. Sadly, a little thought tells us that this problem has very pessimistic50

guarantees in the absence of any further constraints. For example, even if the graph is known51

to be a complete binary tree and the goal is known to be at some distance D from the52

root, the adversary can force any algorithm to incur an expected cost of Ω(2D). Therefore53

the competitiveness is unbounded as D gets large. This is why previous works in online54

algorithms enforced topological constraints on the graph, such as restricting the graph to be55

a path, or k paths meeting at the root, or a grid [3].56

But in many cases (such as in game-tree search) we want to solve this problem for broader57

classes of graphs—say for complete binary trees (which were the bad example above), or even58

more general settings. The redeeming feature in these settings is that we are not searching59

blindly: the nodes of the graph come with estimates of their quality, which we can use to60

search effectively. What are good algorithms in such settings? What can we prove about61

them?62

In this paper we formalize these questions via the idea of distance predictions: each node63

v gives a prediction f(v) of its distance dG(v, g) to the goal state. If these predictions are all64

correct, we can just “walk downhill”—i.e., starting with v0 being the start node, we can move65

at each timestep t to a neighbor vt of vt−1 with f(vt) = f(vt−1)− 1. This reaches the goal66

along a shortest path. However, getting perfect predictions seems unreasonable, so we ask:67

What if a few of the predictions are incorrect? Can we achieve an “input-sensitive” or68

“smooth” or “robust” bound, where we incur a cost of d(g, r)+ some function of the69

prediction error?70

We consider two versions of the problem:71

The Exploration Problem. In this setting the graph G is initially unknown to the agent:72

it only knows the vertex v0 = r, its neighbors ∂v0, and the predictions on all these nodes.73

In general, at the beginning of time t ≥ 1, it knows the vertices Vt−1 = {v0, v1, · · · , vt−1}74

visited in the past, all their neighboring vertices ∂Vt−1, and the predictions for all the75

vertices in Vt−1 ∪ ∂Vt−1. The agent must use this information to move to some unvisited76

neighbor (which is now called vt), paying a cost of d(vt−1, vt). It then observes the edges77

incident to vt, along with the predictions for nodes newly observed.78

The Planning Problem. This is a simpler version of the problem where the agent starts79

off knowing the entire graph G, as well as the predictions at all its nodes. It just does80

not know which node is the goal, and hence it must traverse the graph in some order.81

The cost in both cases is the total distance traveled by the agent until it reaches the goal,82

and the competitive ratio is the ratio of this quantity to the shortest path distance d(r, g)83

from the root to the goal.84

1.1 Our Results85

Our first main result is for the (more challenging) exploration problem, for the case of trees.86

▶ Theorem 1 (Exploration). The (deterministic) TreeX algorithm solves the graph explora-87

tion problem on trees in the presence of predictions: on any (unweighted) tree with maximum88
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degree ∆, for any constant δ > 0, the algorithm incurs a cost of89

d(r, g)(1 + δ) + O(∆ · |E|/δ),90

where E := {v ∈ V | f(v) ̸= d(v, g)} is the set of vertices that give erroneous predictions.91

One application of the above theorem is for the layered graph traversal problem (see §1.392

for a complete definition).93

▶ Corollary 2 (Robustness and Consistency for the Layered Graph Traversal problem.). There ex-94

ists an algorithm that achieves the following guarantees for the layered graph traversal problem95

in the presence of predictions: given an instance with maximum degree ∆ and width k, for any96

constant δ > 0, the algorithm incurs an expected cost of at most min(O(k2 log ∆) OPT, OPT +97

O(∆|E|)).98

The proof of the above corollary is immediate: Since the input is a tree (with some99

additional structure that we do not require) that is revealed online, we can use the algorithm100

from Theorem 1. Hence, given an instance I of layered graph traversal (with predictions),101

we can use the algorithm from Theorem 1 in combination with the [8], thereby being both102

consistent and robust: if the predictions are of high quality, then our algorithm ensures that103

the cost will be nearly optimal; otherwise if the predictions are useless, [8]’s algorithm gives104

an upper bound in the worst case.105

Moreover, we show that the guarantee obtained in Theorem 1 is the best possible, up to106

constants.107

▶ Theorem 3 (Exploration Lower Bound). Any algorithm (even randomized) for the graph108

exploration problem with predictions must incur a cost of at least max(d(r, g), Ω(∆ · |E|)).109

Proof. The lower bound of d(r, g) is immediate. For the second term, consider the setting110

where the root r has ∆ disjoint paths of length D leaving it, and the goal is guaranteed111

to be at one of the leaves. Suppose we are given the “null” prediction, where each vertex112

predicts f(v) = D + ℓ(v) (where ℓ(v) is the distance of the vertex from the root, which we113

henceforth refer to as the level of the vertex). The erroneous vertices are the D vertices114

along the r-g path. Since the predictions do not give any signal at all (they can be generated115

by the algorithm itself), this is a problem of guessing which of the leaves is the goal, and any116

algorithm, even randomized, must travel Ω(∆ ·D) = Ω(∆ · |E|) before reaching the goal. ◀117

Our next set of results are for the planning problem, where we know the graph and the118

predictions up-front, and must come up with a strategy with this global information.119

▶ Theorem 4 (Planning). For the planning version of the graph exploration problem, there is120

an algorithm that incurs cost at most121

(i) d(r, g) + O(∆ · |E|) if the graph is a tree, where ∆ is the maximal degree.122

(ii) d(r, g) + 2O(α) ·O(|E|2) where α is the doubling dimension of G.123

Again, E is the set of nodes with incorrect predictions.124

Note that result (i) is very similar to that of Theorem 1 (for the harder exploration125

problem): the differences are that we do not lose any constant in the distance d(r, g) term,126

and also that the algorithm used here (for the planning problem) is simpler. Moreover, the127

lower bound from Theorem 3 continues to hold in the planning setting, since the knowledge128

of the graph and the predictions does not help the algorithm; hence result (i) is tight.129

We do not yet know an analog of result (ii) for the exploration problem: extending130

Theorem 1 to general graphs, even those with bounded doubling metrics remains a tantalizing131
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52:4 Graph Searching with Predictions

open problem. Moreover, we currently do not have a lower bound matching result (ii); indeed,132

we conjecture that a cost of d(r, g) + 2O(α) · |E| should be achievable. We leave these as133

questions for future investigation.134

1.2 Our Techniques135

To get some intuition for the problem, consider the case where given a tree and a guarantee136

that the goal is at distance D from the start node r. Suppose each node v gives the “null”137

prediction of f(v) = D + d(r, v). In case the tree is a complete binary tree, then these138

predictions carry no information and we would have to essentially explore all nodes within139

distance D. But note that the predictions for about half of these nodes are incorrect, so140

these erroneous nodes can pay for this exploration. But now consider a “lopsided” example,141

with a binary tree on one side of the root, and a path on the other (Figure 1). Suppose the142

goal is at distance D along the path. In this case, only the path nodes are incorrect, and we143

only have O(D + |E|) = O(D) budget for the exploration. In particular, we must explore144

more aggressively along the path, and balance the exploration on both sides of the root. But145

such gadgets can be anywhere in the tree, and the predictions can be far more devious than146

the null-prediction, so we need to generalize this idea.147

r

a

b

g

Figure 1 The subtree rooted on r’s child a is a complete binary tree, while the subtree rooted on b

is a path to the goal g. “Null” predictions f(v) = D + d(r, v) at every v have a total error D (only
nodes on the path from r to g have errors on predictions).

We start off with a special case which we call the known-distance case. This is almost148

the same as the general problem, but with the additional guarantee that the prediction of149

the root is correct. Equivalently, we are given the distance D := d(r, g) of the goal vertex150

from the root/starting node r. For this setting, we can get the following very sharp result:151

▶ Theorem 5 (Known-Distance Case). The TreeX-KnownDist algorithm solves the graph152

exploration problem in the known-distance case, incurring a cost of at most d(r, g) + O(∆|E|).153

Hence in the zero-error case, or in low-error cases where |E| ≪ D, the algorithm loses154

very little compared to the optimal-in-hindsight strategy, which just walks from the root to155

the goal vertex, and incurs a cost of D. This algorithm is inspired by the “lopsided” example156

above: it not only balances the exploration on different subtrees, but also at multiple levels.157

To generalize this idea from predictions, we introduce the concepts of anchor and loads (see158

§2). At a high level, for each node we consider the subtrees rooted at its children, and identify159

subset of nodes in each of these subtrees which are erroneous depending on which subtree160

contains the goal g. We ensure that these sets have near-equal sizes, so that no matter which161

of these subtrees contains the goal, one of them can pay for the others. This requires some162

delicacy, since we need to ensure this property throughout the tree. The details appear in §3.163

Having proved Theorem 5, we use the algorithm to then solve the problem where the164

prediction for the root vertex may itself be erroneous. Given Theorem 5 and Algorithm 1,165



S. Banerjee, V. Cohen-Addad, A. Gupta and Z. Li 52:5

we can reduced the problem to finding some node v such that d(v, g) is known; moreover166

this v must not be very far from the start node r. The idea is conceptually simple: as167

we explore the graph, if most predictions are correct we can use these predictions to find168

such a v, otherwise these incorrect predictions give us more budget to continue exploring.169

Implementing this idea (and particularly, doing this deterministically) requires us to figure170

out how to “triangulate” with errors, which we do in §4.171

Finally, we give the ideas behind the algorithms for the planning version of the problem.172

The main idea is to define the implied-error function φ(v) := |{u | f(u) ̸= d(u, v)}|, which173

measures the error if the goal is sitting at node v. Since we know all the predictions and the174

tree structure in this version of the problem, and moreover ϕ(g) = |E|, it is natural to search175

the graph greedily in increasing order of the implied-error. However, naively doing this may176

induce a large movement cost, so we bucket nodes with similar implied-error together, and177

then show that the total cost incurred in exploring all nodes with φ(v) ≈ 2i is itself close178

to 2i (times a factor that depends on the degree or the doubling dimension). It remains an179

interesting open problem to extend this algorithm to broader classes of graphs. The details180

here appear in §5.181

1.3 Related Work182

Graph Searching. Graph searching is a fundamental problem, and there are too many183

variants to comprehensively discuss: we point to the works closest to ours. Baeza-Yates,184

Culberson, and Rawlins [3] considered the exploration problem without predictions on the185

line (where it is also called the “cow-path” problem), on k-spiders (i.e., where k semi-infinite186

lines meet at the root) and in the plane: they showed tight bounds of 9 on the deterministic187

competitive ratio of the line, 1 + 2kk/(k − 1)k−1 for k-spiders, among other results. Their188

lower bounds (given for “monotone-increasing strategies”) were generalized by Jaillet and189

Stafford [23]; [24] point out that the results for k-spiders were obtained by Gal [18] before [3]190

(see also [1]). Kao et al. [29, 28] give tight bounds for both deterministic and randomized191

algorithms, even with multiple agents.192

The layered graph traversal problem [42] is very closely related to our model. A tree is193

revealed over time. At each timestep, some of the leaves of the current tree die, and others194

have some number of children. The agent is required to sit at one of the current (living)195

leaves, so if the node the agent previously sat is no longer a leaf or is dead, the agent is forced196

to move. The game ends when the goal state is revealed and objective is to minimize the197

total movement cost. The width k of the problem is the largest number of leaves alive at any198

time (observe that we do not parameterize our algorithm with this parameter). This problem199

is essentially the cow-path problem for the case of w = 2, but is substantially more difficult200

for larger widths. Indeed, the deterministic bounds lie between Ω(2k) [17] and O(k2k) [9].201

Ramesh [44] showed that the randomized version of this problem has a competitive ratio202

at least Ω(k2/(log k)1+ε) for any ε > 0; moreover, his O(k13)-competitive algorithm was203

improved to a nearly-tight bound of O(k2 log ∆) in recent exciting result by Bubeck, Coester,204

and Rabani [8].205

Kalyanasundaram and Pruhs [26] study the exploration problem (which they call the206

searching problem) in the geometric setting of k polygonal obstacles with bounded aspect ratio207

in the plane. Some of their results extend to the mapping problem, where they must determine208

the locations of all obstacles. Deng and Papadimitriou [12] study the mapping problem,209

where the goal is to traverse all edges of an unknown directed graph: they give an algorithm210

with cost 2|E| for Eulerian graphs (whereas OPT = |E|), and cost exp(O(d log d))|E| for211

graphs with imbalance at most d. Deng, Kameda, and Papadimitriou [11] give an algorithm212
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52:6 Graph Searching with Predictions

to map two-dimensional rectilinear, polygonal environments with a bounded number of213

obstacles.214

Kalyanasundaram and Pruhs [27] consider a different version of the mapping problem,215

where the goal is to visit all vertices of an unknown graph using a tour of least cost. They216

give an algorithm that is O(1)-competitive on planar graphs. Megow et al. [37] extend their217

algorithm to graphs with bounded genus, and also show limitations of the algorithm from218

[27].219

Blum, Raghavan and Schieber [6] study the point-to-point navigation problem of finding220

a minimum-length path between two known locations s and t in a rectilinear environment;221

the obstacles are unknown axis-parallel rectangles. Their O(
√

n)-competitiveness is best222

possible given the lower bound in [42]. [30] give lower bounds for randomized algorithms in223

this setting.224

Our work is related in spirit to graph search algorithms like A∗-search which use score225

functions to choose the next leaf to explore. One line of work giving provably good algorithms226

is that of Goldberg and Harrelson [19] on computing shortest paths without exploring the227

entire graph. Another line of work related in spirit to ours is that of Karp, Saks, and228

Wigderson [31] on branch-and-bound (see also [32]).229

Noisy Binary Search. A very closely related line of work is that of computing under230

noisy queries [16]. In this widely-used model, the agent can query nodes: each node “points”231

to a neighbor that is closer to the goal, though some of these answers may be incorrect. Some232

of these works include [41, 40, 15, 10, 13, 7]. Apart from the difference in the information233

model (these works imagine knowing the entire graph) and the nature of hints (“gradient”234

information pointing to a better node, instead of information about the quality/score of the235

node), these works often assume the errors are independent, or adversarial with bounded236

noise rate. Most of these works allow random-access to nodes and seek to minimize the237

number of queries instead of the distance traveled, though an exception is the work of [7].238

As far as we can see, the connections between our models is only in spirit. Moreover, we239

show in §7.3 that results of the kind we prove are impossible if the predictions don’t give us240

distance information but instead just edge “gradients”.241

Algorithms with Predictions. Our work is related to the exciting line of research242

on algorithms with predictions, such as in ad-allocation [35], auction pricing [36], page243

migration [22], flow allocation [34], scheduling [43, 33, 39], frequency estimation [21], speed244

scaling [4], Bloom filters [38], bipartite matching and secretary problems [2, 14], and online245

linear optimization [5].246

2 Problem Setup and Definitions247

We consider an underlying graph G = (V, E) with a known root node r and an unknown248

goal node g. (For most of this paper, we consider the unweighted setting where all edge have249

unit length; §5.3 and §7.2 discuss cases where edge lengths are positive integers.) Each node250

has degree at most ∆. Let d(u, v) denote the distance between nodes u, v for any u, v ∈ V ,251

and let D := d(r, g) be the optimal distance from r to the goal node g.252

Let us formally define the problem setup. An agent initially starts at root r, and wants to253

visit goal g while traversing the minimum number of edges. In each timestep t ∈ {1, 2, . . .},254

the agent moves from some node vt−1 to node vt. We denote the visited vertices at the start255

of round t by Vt−1 (with V0 = {r}), and use ∂Vt−1 to denote the neighboring vertices—those256

not in Vt−1 but having at least one neighbor in Vt−1. Their union Vt−1 ∪ ∂Vt−1 is the set of257

observed vertices at the end of time t− 1. Each time t the agent visits a new node vt such258
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Vt

∂Vt

Figure 2 The observed vertices Vt ∪ ∂Vt (and extended subtree T
t := T [Vt ∪ ∂Vt]) at some

intermediate stage of the algorithm. Visited nodes Vt are shown in red, and their un-visited neighbors
∂Vt in blue.

that Vt := Vt−1 ∪ {vt}, and it pays the movement cost d(vt−1, vt), where v0 = r. Finally,259

when vt = g and the agent has reached the goal, the algorithm stops. The identity of the260

goal vertex is known when—and only when—the agent visits it, and we let τ∗ denote this261

timestep. Our aim is to design an algorithm that reaches the goal state with minimum total262

movement cost:263

τ∗∑
t=1

dt−1(vt−1, vt).264

Within the above setting, we consider two problems:265

In the planning problem, the agent knows the graph G (though not the goal g), and in266

addition, is given a prediction f(v) ∈ Z for each v ∈ V of its distance to the goal g; it267

can then use this information to plan its search trajectory.268

In the exploration problem, the graph G and the predictions f(v) ∈ Z are initially269

unknown to the agent, and these are revealed only via exploration; in particular, upon270

visiting a node for the first time, the agent becomes aware of previously unobserved nodes271

in v’s neighborhood. Thus, at the end of timestep t, the agent knows the set of visited272

vertices Vt, neighboring vertices ∂Vt, and the predictions f(v) for each observed vertex273

v ∈ Vt ∪ ∂Vt.274

In both cases, we define E := {v ∈ V | f(v) ̸= d(g, v)} to be the set of erroneous nodes.275

Extending this notation, for the exploration problem, we define Et := E ∩ Vt as the erroneous276

nodes visited by time t.277

3 Exploring with a Known Target Distance278

Recall that our algorithm for the exploration problem on trees proceeds via the known-279

distance version of the problem: in addition to seeing the predictions at the various nodes as280

we explore the tree, we are promised that the distance from the starting node/root r to the281

goal state g is is exactly some value D, i.e., d(r, g) = D. The main result of this section is282

Theorem 5, and we restate a rigorous version here.283

▶ Theorem 6. If D = d(r, g), the algorithm TreeX-KnownDist(r, D, +∞) finds the goal284

node g incurring a cost of at most d(r, g) + O(∆|E|).285

Algorithm TreeX-KnownDist is stated in Algorithm 1. For better understanding of it,286

we first give some key definitions.287
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52:8 Graph Searching with Predictions

3.1 Definitions: Anchors, Degeneracy, and Criticality288

For an unweighted tree T , we define the level of node v with respect to the root r to be289

ℓ(v) := d(r, v), and so level L denotes the set of nodes v such that d(r, v) = ℓ(v) = L.290

Since the tree is rooted, there are clearly defined notions of parent and child, ancestor and291

descendent. Each node is both an ancestor and a descendant of itself. For any node v, let292

Tv denote the subtree rooted at v. Extending this notation, we define the visited subtree293

T t := T [Vt], and the extended subtree T
t := T [Vt ∪ ∂Vt], and let T t

v and T
t

v be the subtrees294

of T t and T
t rooted at v.295

▶ Definition 7 (Active and Degenerate nodes). In the exploration setting, at the end of296

timestep t, a node v ∈ Vt ∪ ∂Vt is active if T t
v ̸= T

t

v, i.e., there are observed descendants of v297

(including itself) that have not been visited.298

An active node v ∈ Vt ∪ ∂Vt is degenerate at the end of timestep t if it has a unique child299

node in T
t that is active.300

In other words, all nodes which have un-visited descendants (including those in the301

frontier ∂Vt) are active. Active nodes are further partitioned into degenerate nodes that have302

exactly one child subtree that has not been fully visited, and active nodes that have at least303

two active children. See Figure 3 for an illustration.304

A crucial definition for our algorithms is that of anchor nodes:305

▶ Definition 8 (Anchor). For node u ∈ T , define its anchor τ(u) to be its ancestor in level306

α(u) := 1
2 (D + ℓ(u)− f(u)). If the value α(u) is negative, or is not an integer, or node u307

itself belongs at level smaller than α(u), we say that u has no anchor and that τ(u) = ⊥.308

Figure 3 demonstrates the location of an anchor node τ(u) for given node u; it also illustrates309

the following claim, which forms the main rationale behind the definition:310

▷ Claim 9. If the prediction for some node u is correct, then its anchor τ(u) is the least311

common ancestor (in terms of level ℓ) of u and the goal g. Consequently, if a node u has no312

anchor, or if its anchor does not lie on the path P ∗ from r to g, then u ∈ E .313

For any node v ∈ T , define its children be χi(v) for i = 1, 2, . . . , ∆v, where ∆v ≤ ∆314

is the number of children for v. Note that the order is arbitrary but prescribed and fixed315

throughout the algorithm. For any time t, node v, and i ∈ [∆v], define the visited portion of316

the subtree rooted at the ith child as Ct
i (v) := T t

χi(v).317

▶ Definition 10 (Loads σi and σ). For any time t, node v, and index i ∈ [∆v], define318

σt
i(v) := |{u ∈ Ct

i (v) | τ(u) = v}|.319

In other words, σt
i(v) is the number of nodes in Ct

i (v) that have v as their anchor. Define320

σt(v) =
∑∆v

i=1 σt
i(v) to be the total number of nodes in T t

v \ {v} which have v as their anchor.321

▶ Definition 11 (Critical Node). For any time t, active and non-degenerate node v, and322

index j ∈ [∆v], let qj := arg mini ̸=j{σt
i(v) | χi(v) is active at time t}. Call v a critical node323

with respect to j at time t if it satisfies324

(i) σt
j(v) ≥ 2σt

qj
(v), namely, the number of nodes of Ct

j(v) that have v as their anchor is at325

least twice larger than the number of nodes of Ct
qj

(v) that have v as their anchor; and326

(ii) 2σt
j(v) ≥ |Ct

j(v)|, namely, at least half of the nodes of Ct
j(v) have v as their anchor.327
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f(u)

ℓ(u)

D

r u

g

τ(u)

ℓ(u)

D+ℓ(u)−f(u)
2

r u

τ(u)

r

Active and degenerate nodes Anchor node Illustrating Claim 9

c

b

d a

Figure 3 The first figure from the left illustrates active and degenerate nodes. Nodes such as
a (shaded in blue) are in ∂Vt while the rest are visited nodes in Vt. Unshaded node b is inactive
(since it has no un-visited descendant), while all other shaded nodes (blue, yellow and red) are active.
Among the active nodes, nodes such as c (shaded in yellow) are non-degenerate nodes as they have at
least two active children. Finally nodes such as d (shaded in red) are degenerate as they have exactly
one active child.
The second and third figures give an example of anchor node τ(u) (in yellow) at level 1

2 (D+ℓ(u)−f(u))
for given node u (in red) at level ℓ(u). The rightmost figure (with root r and goal g also indicated)
illustrates Claim 9, showing that when u’s prediction f(u) is correct, then its anchor is the least
common ancestor of u and goal g (since D + ℓ(u) − f(u) is equal to twice the distance of τ(u) from
r).

3.2 The TreeX-KnownDist Algorithm328

Equipped with the definitions in §3.1, at a high level, the main idea of the algorithm is329

to balance the loads (as defined in Definition 10) of all the nodes v. Note that if the goal330

g ∈ Ci(v), then the nodes u ∈ Ci(v) that have v as their anchor (i.e., τ(u) = v) have331

erroneous predictions; hence balancing the loads automatically balances the cost and the332

budget. To balance the loads, we use the definition of a critical node (see Definition 11):333

whenever a node v becomes critical, the algorithm goes back and explores another subtree of334

v, thereby maintaining the balance.335

More precisely, our algorithm TreeX-KnownDist does the following: at each time step336

t, it checks whether there is a node that is critical. If there is no such node, the algorithm337

performs one more step of the current DFS, giving priority to the unexplored child of vt338

with smallest prediction. On the other hand, if there is a critical node v, then this v must be339

the anchor τ(vt). In this case the algorithm pauses the current DFS, returns to the anchor340

τ(vt) and resumes the DFS in τ(vt)’s child subtree having the smallest load (say Cq(τ(vt))).341

This DFS may have been paused at some time t′ < t, and hence is continued starting at342

node vt′ . The variable mem(v) saves the vertex that the algorithm left the subtree rooted on343

v last time. For example, in this case mem(χq(τ(vt))) = vt′ . If no such time t′ exists, the344

algorithm starts a new DFS from some child of τ(vt) whose subtree has the smallest load (in345

this case, mem(χq(τ(vt))) = ⊥). The pseudocode appears as Algorithm 1.346

A few observations: (a) While D = d(r, g) does not appear explicitly in the algorithm, it347

is used in the definition of anchors (recall Definition 8). Even when d(r, g), the predicted348

distance at the root, is not the true distance to the goal (as may happen in Section 4),349

given any input D in Algorithm 1, we will still define τ(v) to be v’s ancestor at level350

α(u) := 1
2 (D + ℓ(u)− f(u)). (b) The new node vt is always on the frontier : i.e., the nodes351

which are either leaves of T or have unvisited children. Moreover, (c) the memory value352

mem(v) = ⊥ if and only if v ̸∈ Vt, else mem(v) is on the frontier in the subtree below v.353
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Algorithm 1 TreeX-KnownDist(r, D, B)

1.1 v0 ← r, t← 0
1.2 mem(r)← r and mem(v)← ⊥ for all v ̸= r

1.3 while vt ̸= g and |Vt| < B do
1.4 if τ(vt) ̸= ⊥ and τ(vt) is active and not degenerate and τ(vt) is critical w.r.t. the

index of the subtree containing vt at time t then
1.5 q ← the child index q s.t. τ(vt) is critical w.r.t. q

1.6 if mem(χq(τ(vt))) = ⊥ then vt+1 ← χq(τ(vt) else u← mem(χq(τ(vt))
1.7 else
1.8 u← vt

1.9 while vt+1 undefined and u has no child do
1.10 w ← u’s closest active ancestor
1.11 q ← arg mini{σt

i(w) | χi(w) active }
1.12 if mem(χq(w)) = ⊥ then vt+1 ← χq(w) else u← mem(χq(w))
1.13 if vt+1 undefined then vt+1 ← u’s child with smallest prediction
1.14 foreach ancestor u of vt+1 do mem(u)← vt+1
1.15 t← t + 1

3.3 Analysis for the TreeX-KnownDist Algorithm354

The proof of Theorem 6 proceeds in two steps. The first step is to show that the total amount355

of “extra” exploration, i.e., the number of nodes that do not lie on the r-g path, is O(∆ · |E|).356

Formally, let P ∗ denote the r-g path; for the rest of this section, suppose g ∈ C1(v) for357

all v ∈ P ∗. Define the extra exploration to be the number of nodes visited in the subtrees358

hanging off this path:359

ExtraExp(t) :=
∑

v∈P ∗

∑
i ̸=1
|Ct

i (v)|.360

▶ Lemma 12 (Bounded Extra Exploration). For all times t∗, ExtraExp(t∗) ≤ 7∆ · |Et∗ |.361

Next, we need to control the total distance traveled, which is the second step of our362

analysis:363

▶ Lemma 13 (Bounded Cost). For all times t∗,364 ∑
t≤t∗

d(vt−1, vt) ≤ d(r, vt∗) + 10 ExtraExp(t∗) + 16|Et∗
|.365

Using the lemmas above (setting t∗ to be the time τ∗ when we reach the goal) proves366

Theorem 5. In the following sections, we now prove Lemmas 12 and 13.367

3.4 Bounding the Extra Exploration368

▶ Lemma 14. For any node v ∈ T t, define xt(v) as follows:369

(i) if g /∈ Tv, then xt(v) := σt(v).370

(ii) if g ∈ Tv \ {v}, let g ∈ Tχj(v). Define yt
1(v) := σt

j(v), yt
2(v) :=

∑
i ̸=j(|Ct

i (v)| − σt
i(v))371

and xt(v) := yt
1(v) + yt

2(v).372

Then
∑

v∈T t xt(v) ≤ 2|Et|.373
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Proof. Let P ∗ be the r-g path in T . If g /∈ Tv (i.e., v /∈ P ∗), then by Claim 9 all the nodes374

with v as anchor belong to E . Else suppose g ∈ Tv (i.e., v ∈ P ∗), and suppose g ∈ Tχj(v).375

Now all nodes u in Cj(v) having anchor v belong to E , since the least common ancestor of u376

and g can be no higher than χj(v). This means377 ∑
v∈T t\P ∗

xt(v) +
∑

v∈P ∗

yt
1(v) ≤

∑
v∈T t

|{u ∈ E | τ(u) = v}| ≤ |Et|.378

Finally, suppose g ∈ Tv (i.e., v ∈ P ∗) and g ∈ Tχj(v). Now for any node u ∈ Tχi(v) for i ̸= j,379

the least common ancestor of u and g is v. Hence nodes in Tχi(v) for i ̸= j whose anchor380

is not v must be wrongly predicted. Denote the set of such nodes by Y t
2 (v). Note that381

|Y t
2 (v)| = yt

2(v), and Y t
2 (v) for each v ∈ P ∗ are disjoint. Hence we have382 ∑

v∈P ∗

yt
2(v) ≤

∑
v∈P ∗

|Y t
2 (v)| ≤ |Et|.383

Summing the two inequalities we get the proof. ◀384

▶ Lemma 15. For any node v ∈ T and any index i ∈ {1, 2, . . . , ∆v} such that σt
i(v) >385

minq{σt
q(v) | χq(v) is active at time t}. If vt ∈ Tχj(v) for some j ̸= i then vt+1 /∈ Tχi(v).386

Proof. The proof is by contradiction. Assume there is such a time t, and let w :=387

arg minq{σt
q(v) | χq(v) is active at time t}. Since vt+1 ∈ Tχi(v), the subtree under node388

χi(v) was not fully visited at time r and hence χi(v) was active. By the definition of w and389

the condition on i in the lemma statement, we have σt
i(v) > σt

w(v). Now Algorithm 1 will390

ensure that vt+1 either remains in Tχj(v) or moves into Tχw(v). ◀391

▶ Lemma 16. For any node v on the r-g path P ∗, recall the assumption that g ∈ C1(v). For392

any time t and any i ̸= 1, at least one of the following statements must hold:393

(i) σt
i(v) ≤ 2σt

1(v).394

(ii) 2σt
i(v) ≤ |Ct

i (v)|.395

(iii) σt
i(v) = |Ct

i (v)| = 1, σt
1(v) = 0.396

Proof. For sake of a contradiction, assume there exists t, i such that at time t none of the397

three statements are true, and this is the first such time. If |Ct
i (v)| = 1, then the falsity of398

second statement gives σt
i(v) > 1/2 |Ct

i (v)| = 1/2, and so σt
i(v) = 1. Then the first statement399

being false implies σt
1(v) < 1/2, which means the third statement must hold.400

Henceforth let us assume |Ct
i (v)| ≥ 2. Let t′ < t be the latest time such vt′ ∈ Ci(v) and401

τ(vt′) = v. Because the second statement is false, σt
i(v) > 1/2 |Ct

i (v)| ≥ 1, and so such a time402

t′ exists.403

Since t′ is the latest time satisfying the condition, we have σt
i(v) ≤ σt′

i (v) + 1. Moreover,404

the number of nodes in Ct
i (v) whose anchor is not v does not decrease, hence |Ct

i (v)|−σt
i(v) ≥405

|Ct′

i (v)| − σt′

i (v). Also, the number of nodes in Ct
1(v) whose anchor is v does not decrease,406

hence σt
1(v) ≥ σt′

1 (v).407

Thus we can get408

σt′

i (v)− 2σt′

1 (v) ≥ σt
i(v)− 2σt

1(v)− 1 ≥ 0

2σt′

i (v)− |Ct′

i (v)| ≥ 2σt
i(v)− |Ct

i (v)| − 1 ≥ 0
(1)409

Now if Ct′

i (v) is completely visited, then obviously vt′+1 /∈ Ci(v). Otherwise, Ct′

i (v)410

is active. Also because g ∈ C1(v), hence C1(v) cannot be completely visited unless the411
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algorithm ends, which means v is not degenerate and Ct′

1 (v) is still active. Furthermore,412

we have inequalities (1), hence v must be critical w.r.t. the subtree containing vt′ (because413

taking q = 1 we get the two inequalities for critical hold, although σt′

1 (v) may not be the414

smallest one). Hence at time t′ + 1 the algorithm will go to a node which is not in Ci(v).415

If vt /∈ Ct
i (v): Note that one of the three statements holds for t′. If one of the first two416

statements is true to t′, then the same statement is also true to t because σt
i(v) = σt′

i (v),417

|Ct
i (v)| = |Ct′

i (v)| and σt
1(v) ≥ σt′

1 (v). Otherwise we have σt
i(v) = σt′

i (v) = |Ct
i (v)| =418

|Ct′

i (v)| = 1. Then if σt
1(v) = 0, then the third statement is true to t; if σt

1(v) ≥ 1, then the419

first statement is true to t.420

Otherwise vt ∈ Ct
i (v): By Lemma 15, there must exist a time t > t′′ > t′ such that421

σt′′

1 (v) ≥ σt′′

i (v) (otherwise the algorithm will never enter Ci(v) since C1(v) is always active).422

Hence by the analysis before, we have σt′′

1 (v) ≥ σt′

i (v) ≥ 1. Because t′ is defined as the423

latest time before t when vt ∈ Ci(v), we have σt′′

i (v) = σt′

i (v). Hence σt
i(v) ≤ σt′

i (v) + 1 ≤424

2σt′′

i (v) ≤ 2σt′′

1 (v) ≤ 2σt
1(v), which is the first statement in this lemma. ◀425

▶ Lemma 17. For any node v on the r-g path P ∗, and any time t,426

(i) if f(χi(v)) = d(χi(v), g) for all i ∈ [∆v] then
∑

i ̸=1 |Ct
i (v)| ≤ 3∆xt(v),427

(ii) else
∑

i ̸=1 |Ct
i (v)| ≤ 3∆xt(v) + ∆.428

Proof. For the first case: if f(χi(v)) = d(χi(v), g) for all i, then f(χ1(v)) is the smallest label429

among all f(χi(v)) since the predictions are all correct. Hence by the algorithm, the first430

node reached among {χi(v)} must be χ1(v), which means the third statement in Lemma 16431

cannot hold. By Lemma 16, for any i, t, σt
i(v) ≤ 2σt

1(v) or 2σt
i(v) ≤ |Ct

i (v)|.432

If σt
i(v) ≤ 2σt

1(v): |Ct
i (v)| − σt

i(v) + σt
1(v) ≥ σt

1(v) ≥ σt
i(v)/2; If 2σt

i(v) ≤ |Ct
i (v)|:433

|Ct
i (v)| − σt

i(v) + σt
1(v) ≥ |Ct

i (v)| − σt
i(v) ≥ σt

i(v). Either of them can lead to a conclusion434

that435

|Ct
i (v)| − σt

i(v) + σt
1(v) ≥ σt

i(v)/2.436

Denote xt
i(v) := |Ct

i (v)| − σt
i(v) + σt

1(v). Then by σt
1(v) ≥ 0 and the inequality above, we437

have |Ct
i (v)| ≤ xt

i(v) + σt
i(v) ≤ 3xt

i(v).438

Hence
∑

i ̸=1 |Ct
i (v)| ≤ 3

∑
i̸=1 xt

i(v) = 3
∑

i ̸=1(|Ct
i (v)|−σt

i(v)+(∆−1)σt
1(v)) ≤ 3∆(σt

1(v)+439 ∑
i̸=1 |Ct

i (v)| − σt
i(v)) = 3∆xt(v). Here the last equality is because of Lemma 14.440

Second, consider other cases. By Lemma 16, σt
i(v) ≤ 2σt

1(v) + 1 or 2σt
i(v) ≤ |Ct

i (v)|+ 1.441

If σt
i(v) ≤ 2σt

1(v) + 1: |Ct
i (v)| − σt

i(v) + σt
1(v) + 1/2 ≥ σt

1(v) + 1/2 ≥ σt
i(v)/2; If 2σt

i(v) ≤442

|Ct
i (v)|+ 1: |Ct

i (v)| − σt
i(v) + σt

1(v) + 1/2 ≥ |Ct
i (v)| − σt

i(v) + 1/2 ≥ σt
i(v). Either of them can443

lead to a conclusion that444

|Ct
i (v)| − σt

i(v) + σt
1(v) + 1/2 ≥ σt

i(v)/2.445

Denote xt
i(v) := |Ct

i (v)| − σt
i(v) + σt

1(v), then |Ct
i (v)| ≤ xt

i(v) + σt
i(v) ≤ 3xt

i(v) + 1.446

Consequently
∑

i̸=1 |Ct
i (v)| ≤

∑
i ̸=i(3xt

i(v) + 1) = 3∆xt(v) + ∆, where the last equality447

is because of Lemma 14. ◀448

We can finally bound the extra exploration.449

Proof of Lemma 12. Divide the set of nodes on P ∗ into two sets A, B: A contains the nodes450
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all of whose children are correctly labeled, and B contains the other nodes. Then451

ExtraExp(t∗) =
∑
v∈A

∑
i ̸=1
|Ct∗

i (v)|+
∑
v∈B

∑
i̸=1
|Ct∗

i (v)| (2)452

(⋆)
≤

∑
v∈A

3∆xt∗
(v) +

∑
v∈B

(3∆xt∗
(v) + ∆) (3)453

= 3∆
∑

v∈P ∗

xt∗
(v) + ∆|B|

(⋆⋆)
≤ 6∆|Et∗

|+ ∆|Et∗
| = 7∆|Et∗

|. (4)454

455

The inequality (⋆) uses Lemma 17, and (⋆⋆) uses Lemma 14. This proves Lemma 12. ◀456

3.5 Bounding the Movement Cost457

In this subsection, we bound the total movement cost (and not just the number of visited458

nodes), thereby proving Lemma 13.459

First, we partition the edge traversals made by the algorithm into downwards (from a460

parent to a child) and upwards (from a child to its parent) traversals, and denote the cost461

incurred by the downwards and upwards traversals until time t by M t
d and M t

u respectively.462

We start at the root and hence get M t
d = M t

u + d(r, vt); since we care about the time t∗ when463

we reach the goal state g, we have464

M t∗
= M t∗

u + M t∗

d = 2M t∗

u + d(r, vt). (5)465

It now suffices to bound the upwards movement M t∗

u . For any edge (u, v) with v being the466

parent and u the child, we further partition the upwards traversals along this edge into two467

types:468

(i) upward traversals when the if statement is true at time t for a node vs (which lies at or469

below u) and we move the traversal to another subtree of τ(vs) (which lies at or above470

v), and471

(ii) the unique upward traversal when we have completely visited the subtree under the472

edge.473

The second type of traversal happens only once, and it never happens for the edges on474

the r-g path P ∗ (since those edges contain the goal state under it, which is not visited until475

the very end). Hence the second type of traversals can be charged to the extra exploration476

ExtraExp(t∗). It remains to now bound the first type of upwards traversals, which we refer477

to as callback traversals.478

We further partition the callback traversals based on the identity of the anchor which479

was critical at that timestep: let M t
u(v) denote the callback traversal cost at those times s480

when v = τ(vs). Hence the total cost of callback traversals is
∑

v∈T t∗ M t∗

u (v), and481

M t∗
= d(r, vt) + 2

(
ExtraExp(t∗) +

∑
v∈T t∗

M t∗

u (v)
)

. (6)482

483

We now control each term of the latter sum.484

▶ Lemma 18. For any time t and any node v ∈ T t, M t
u(v) ≤ 4σt(v).485

Proof. For node v and index j, let S be the set of times s ≤ t for which vs ∈ Cs
j (v) and the486

if condition is satisfied with τ(vs) = v (i.e, τ(vs) = v, v is active and not degenerate and v is487
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critical w.r.t. the subtree containing vs at time s). The cost of the upwards movement at488

this time is d(vs, v) ≤ |Cs
j (v)| ≤ 2σti

j (v); the latter inequality is true by criticality.489

Lemma 15 ensures that we only enter Cj(v) from a node outside it at some time s when490

j ∈ arg minq{σs
q(v)}. Hence, if S = {t1, . . . , tm} then for each i there must exist a time si491

satisfying ti < si < ti+1 such that minq{σsi
q (v)} = σsi

j (v). Consequently,492

σ
ti+1
j ≥ 2 min

q
{σti+1

q (v)} ≥ 2 min
q
{σsi

q (v)} = 2σsi
j (v) ≥ 2σti

j (v).493

Hence, for each ti ∈ S,494

m∑
i=1

d(vti
, v) ≤

m∑
i=1

2σti
j (v) ≤ 4σtm

j (v) ≤ 4σt
j(v). (7)495

496

This is the contribution due to a single subtree Tχj(v); summing over all subtrees gives a497

bound of 4σt(v), as claimed. ◀498

Proof of Lemma 13. The equation (6) bounds the total movement cost M t∗ until time t∗
499

in terms of D, the extra exploration, and the “callback” (upwards) traversals
∑

v M t∗

u (v).500

Lemma 18 above bounds each term M t∗

u (v) by 4σt∗(v). To bound this last summation,501

For each v ̸∈ P ∗, σt∗(v) = xt∗(v) by Lemma 14.502

For each v ∈ P ∗, recall our assumption that g ∈ C1(v), so503 ∑
v∈P ∗

σt∗
(v) =

∑
v∈P ∗

(
σt∗

1 (v) +
∑
i̸=1

σt∗

i (v)
)

504

≤
∑

v∈P ∗

xt∗
(v) +

∑
v∈P ∗

∑
i̸=1
|Ct∗

i (v)| =
∑

v∈P ∗

xt∗
(v) + ExtraExp(t∗),505

506

where σt∗

1 (v) ≤ xt∗(v) is directly given by definition in Lemma 14.507

Summing over all v (using Lemma 14), and substituting into (6) gives the claim. ◀508

4 The General Tree Exploration Algorithm509

We now build on the ideas from known-distance case to give our algorithm for the case where510

the true target distance d(g, r) is not known in advance, and we have to work merely with511

the predictions. Recall the guarantee we want to prove:512

▶ Theorem 1 (Exploration). The (deterministic) TreeX algorithm solves the graph explora-513

tion problem on trees in the presence of predictions: on any (unweighted) tree with maximum514

degree ∆, for any constant δ > 0, the algorithm incurs a cost of515

d(r, g)(1 + δ) + O(∆ · |E|/δ),516

where E := {v ∈ V | f(v) ̸= d(v, g)} is the set of vertices that give erroneous predictions.517

Note that Algorithm TreeX-KnownDist requires knowing D exactly in computing518

anchors; an approximation to D does not suffice. Because of this, a simple black-box use519

of Algorithm TreeX-KnownDist using a “guess-and-double” strategy does not seem to520

work. The main idea behind our algorithm is clean: we explore increasing portions of the521

tree. If most of the predictions we see have been correct, we show how to find a node whose522

prediction must be correct. Now running Algorithm 1 rooted at this node can solve the523

problem. On the other hand, if most of predictions that we have seen are incorrect, this524

gives us enough budget to explore further.525
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4.1 Definitions526

▶ Definition 19 (Subtree Γ(u, v)). Given a tree T , node v and its neighbor u, let Γ(u, v)527

denote the set of nodes w such that the path from w to v contains u.528

▶ Lemma 20 (Tree Separator). Given a tree T with maximum degree ∆ and |T | = n > 2∆529

nodes, there exists a node v and two neighbors a, b such that |Γ(a, v)| > |T |
2∆ and |Γ(b, v)| > |T |

2∆ .530

Moreover, such v, a, b can be found in linear time.531

Proof. Let v be a centroid of tree T , i.e., a vertex such that deleting v from T breaks it532

into a forest containing subtrees of size at most n/2 [25]. Each such subtree corresponds533

to some neighbor of v. Let a, b be the neighbors corresponding to the two largest subtrees.534

Then |Γ(a, v)| ≥ n−1
∆ > n

2∆ . Moreover the second largest subtree may contain n−|Γ(a,v)|−1
∆−1 ≥535

n/2−1
∆−1 > n

2∆ when ∆ < n/2. ◀536

▶ Definition 21 (Vote γ(u, c) and Dominating vote γ(S, c)). Given a center c, let the vote of537

any node u ∈ T be γ(u, c) := f(u)− d(u, c). For any set of nodes S, define the dominating538

vote to be γ(S, c) := x if γ(u, c) = x for at least half of the nodes u ∈ S. If such majority539

value x does not exist, define γ(S, c) := −1.540

4.2 The TreeX Algorithm541

Given these definitions, we can now give the algorithm. Recall that Theorem 6 says that542

Algorithm 1 finds g in d(rρ, g) + c1∆ · |E| steps, for some constant c1 ≥ 1. We proceed in543

rounds: in round ρ we run Algorithm 1 and visit approximately ∆ · (c1 + β)ρ vertices, where544

β ≥ 1 is a parameter to be chosen later. Now we focus on two disjoint and “centrally located”545

subtrees of size ≈ (c1 + β)ρ within the visited nodes. Either the majority of these nodes have546

correct predictions, in which case we use their information to identify one correct node. Else547

a majority of them are incorrect, in which case we have enough budget to go on to the next548

round. A formal description appears in Algorithm 2.549

Algorithm 2 TreeX(r, β)

2.1 r0 ← r, D0 ← f(v), ρ← 0
2.2 while goal g not found do
2.3 Bρ ← (c1 + β)ρ · (2∆ + 1)
2.4 if Bρ < Dρ/β then
2.5 run TreeX-KnownDist(rρ, Dρ, Bρ)
2.6 else
2.7 run TreeX-KnownDist(rρ, Dρ, Dρ + c1Bρ)
2.8 T ρ+1 ← tree induced by nodes that have ever been visited so far
2.9 rρ+1, aρ+1, bρ+1 ← centroid for T ρ and its two neighbors promised by Lemma 20

2.10 let Da,ρ+1 ← γ(Γ(aρ+1, rρ+1), rρ+1) and Db,ρ+1 ← γ(Γ(bρ+1, rρ+1), rρ+1)
2.11 define new distance estimate Dρ+1 ← max{Da,ρ+1, Db,ρ+1}
2.12 move to vertex rρ+1
2.13 ρ← ρ + 1
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4.3 Analysis of the TreeX Algorithm550

▶ Lemma 22. If the goal is not visited before round ρ when Bρ ≥ 4|E|(2∆ + 1), we have551

Dρ = d(rρ, g).552

Proof. First, if |E| = 0, then the conclusion holds obviously. So next we assume |E| > 0.553

The execution of Algorithm 1 in round ρ− 1 visits at least Bρ−1 = (c1 + β)(ρ−1) · (2∆ + 1)554

distinct nodes. Using the assumption on Bρ, we have555

|T ρ| ≥ 4|E| · (2∆ + 1) > 4∆|E| > 2∆.556

Lemma 20 now implies that both the subtrees Γ(aρ, rρ) and Γ(bρ, rρ) contain more than557

1
2∆ |T

ρ| > 2|E| nodes. Since at most |E| nodes are erroneous, more than half of the nodes in558

each of Γ(aρ, rρ) and Γ(bρ, rρ) have correct predictions.559

Finally, observe that if g ̸∈ Γ(aρ, rρ), then for any correct node x in Γ(aρ, rρ) we have560

f(x) = d(x, g) = d(x, rρ) + d(rρ, g), and hence its vote γ(x, rρ) = d(rρ, g). Since a majority561

of nodes in Γ(aρ, rρ) are correct, we get562

Da,ρ = γ(Γ(aρ, rρ), rρ) = d(rρ, g). (8)563
564

On the other hand, if g ∈ Γ(aρ, rρ), then for any correct node x in Γ(aρ, rρ) we have565

f(x) = d(x, g) ≤ d(x, aρ) + d(aρ, g) < d(x, rρ) + d(rρ, g). Thus its vote, and hence the vote566

of a strict majority of nodes in the subtree Γ(aρ, rρ) have567

Da,ρ < d(rρ, g). (9)568
569

If no value is in a strict majority, recall that we define Da,ρ = −1, which also satisfies (9).570

The same arguments hold for the subtree Γ(bρ, rρ) as well. Since the goal g belongs to at571

most one of these subtrees, we have that Dρ = max(Da,ρ, Db,ρ) = d(rρ, g), as claimed. ◀572

▶ Lemma 23. For any round ρ, d(rρ, r) ≤ O(Bρ). Moreover, for any round ρ such that573

Bρ ≥ 4|E|(2∆ + 1), d(rρ, r) ≤ O(Bρ−1) + O(β|E|∆).574

Proof. Since rρ is at distance at most (c1 + c3)Bρ−1 = Bρ from rρ−1, an inductive argument575

shows that its distance from r0 = r is at most (B0 + · · ·+ Bρ) = O(Bρ).576

Moreover, when Bρ ≥ 4|E|(2∆ + 1), we have d(rρ, g) = Dρ by Lemma 22. Hence if577

Bρ ≥ Dρ/β, the algorithm finds the goal in this round by Theorem 6. Therefore, for any578

rounds ρ when Bρ ≥ 4|E|(2∆ + 1) except the last round, the number of nodes visited by579

Algorithm 1 is at most Bρ, hence we have d(rρ+1, r) ≤ d(rρ, r) + Bρ. We denote ρ′ to be the580

first round ρ′ such that Bρ′ ≥ 4|E|(2∆ + 1). Thus by induction we have581

d(rρ, r) ≤
ρ−1∑
i=ρ′

Bi + d(rρ′ , r) ≤ O(Bρ−1) + O(Bρ′) ≤ O(Bρ−1) + O(β|E|∆). ◀582

Proof of Theorem 1. Firstly, for the rounds ρ when Bρ < 4|E|(2∆ + 1): in each round,583

Algorithm 1 at most visits (c1 + β)Bρ = Bρ+1 nodes, the cost incurred is at most 19Bρ+1,584

by Lemma 13. Moreover, the distance from the ending node to rρ+1 is a further O(Bρ+1) by585

Lemma 23. Therefore, since the bounds Bρ increase geometrically, the cost summed over all586

rounds until round ρ is O(Bρ+1) = O(β|E|∆).587

Secondly, for any rounds ρ when Bρ ≥ 4|E|(2∆ + 1) except the last round, by Lemma 22588

and Theorem 6, the number of nodes visited by Algorithm 1 is at most Bρ (the reasoning589

is the same as that in Lemma 23). Hence the cost incurred is at most 19Bρ. Moreover, by590
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Lemma 23 the distance from the ending node to rρ+1 is at most O(Bρ) + O(β∆|E|), which591

means the total cost in round ρ is at most O(Bρ) + O(β∆|E|).592

Moreover, if we denote round ρ′ to be the first round such that Bρ′ ≥ 4|E|(2∆ + 1), then593

we have, for any round ρ > ρ′, Bρ > β∆|E|. Hence the cost in round ρ is O(Bρ).594

Finally, consider the last round ρ∗. We only need to consider the case when Bρ∗ ≥595

4|E|(2∆ + 1), otherwise the cost has been included in the first case. By Theorem 6, the cost596

incurred in this round is at most Dρ∗ + c1∆|E| ≤ d(r, g) + d(rρ∗ , r) + c1∆|E|. So summing597

the bounds above, the total cost is at most598

O(β∆|E|) + O(Bρ′) + O(β∆|E|) +
ρ∗−1∑

i=ρ′+1
O(Bi) + d(r, g) + d(rρ∗ , r) + c1∆|E|599

≤ d(r, g) + O(Bρ∗−1) + O(β∆|E|) ≤ d(r, g) + O(d(r, g)/β) + O(β∆|E|)600
601

Here the final inequality uses that602

Bρ∗−1 ≤ Dρ∗−1/β ≤ (d(r, g) + O(βBρ∗−1))/β ≤ (d(r, g) + O(Bρ∗−1))/β.603

Setting β = O(1/δ) gives the proof. ◀604

5 The Planning Problem605

In this section we consider the planning version of the problem when the entire graph G (with606

unit edge lengths, except for §5.3), the starting node r, and the entire prediction function607

f : V → Z are given up-front. The agent can use this information to plan its exploration608

of the graph. We propose an algorithm for this version and then prove the cost bound for609

trees, and then for a graph with bounded doubling dimension. We begin by defining the610

implied-error function φ(v), which gives the total error if the goal is at node v.611

▶ Definition 24 (Implied-error). The implied-error function φ : V → Z maps each node612

v ∈ V to φ(v) := |{u ∈ V | d(u, v) ̸= f(u)}|, which is the ℓ0 error if the goal were at v.613

The search algorithm for this planning version is particularly simple: we visit the nodes in614

rounds, where round ρ visits nodes with implied-error φ value at most ≈ 2ρ in the cheapest615

possible way. The challenge is to show that the total cost incurred until reaching the goal is616

small. Observe that |E| = φ(g), so if this value is at most 2ρ, we terminate in round ρ.617

Algorithm 3 FullInfoX

3.1 ρ← 0, S−1 ← ∅, r−1 ← r

3.2 while g not found do
3.3 Sρ ← {v ∈ T | φ(v) < 2ρ} \ (∪ρ−1

i=−1Si)
3.4 if Sρ ̸= ∅ then
3.5 Cρ ← min-length Steiner Tree on Sρ

3.6 go to an arbitrary node rρ in Sρ

3.7 visit all nodes in Cρ using an Euler tour of cost at most 2|Cρ|, and return to rρ

3.8 else
3.9 rρ ← rρ−1

3.10 ρ← ρ + 1
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5.1 Analysis618

Recall our main claim for the planning algorithm:619

▶ Theorem 4 (Planning). For the planning version of the graph exploration problem, there is620

an algorithm that incurs cost at most621

(i) d(r, g) + O(∆ · |E|) if the graph is a tree, where ∆ is the maximal degree.622

(ii) d(r, g) + 2O(α) ·O(|E|2) where α is the doubling dimension of G.623

Again, E is the set of nodes with incorrect predictions.624

The proof relies on the fact that Algorithm 3 visits a node in Sρ only after visiting all625

nodes in ∪s<ρSs and not finding the goal g; this serves a proof that |E| = φ(g) ≥ 2ρ. The626

proof below shows that (a) the cost of the tour of Cρ is bounded and (b) the total cost of627

each transition is small. Putting these claims together then proves Theorem 4. We start628

with a definition.629

▶ Definition 25 (Midpoint Set). Given a set of nodes U , define its midpoint set M(U) to be630

the set of points w such that the distance from w to all points in U is equal.631

▶ Lemma 26 (φ-Bound Lemma). For any two sets of nodes S, U ⊆ G, we have632 ∑
v∈U

φ(v) ≥ |S \M(U)|.633

Proof. If node w ∈ S does not lie in M(U), then there are two nodes u, v ∈ U for which634

d(u, w) ̸= d(v, w). This means f(w) cannot equal both of them, and hence contributes to at635

least one of φ(u) or φ(v). ◀636

▶ Corollary 27. For any two nodes u, v ∈ G, we have d(u, v) ≤ φ(u) + φ(v).637

Proof. Apply Lemma 26 for set U = {u, v} and S being a (shortest) path between them638

(which includes both u, v). All edges have unit lengths so |S| = d(u, v) + 1; moreover,639

|M(U) ∩ S| ≤ 1. ◀640

5.1.1 Analysis for Trees (Theorem 4(i))641

▶ Lemma 28 (Small Steiner Tree). If ρ = 0 then |Cρ| = 1 else |Cρ| ≤ O(∆ · 2ρ).642

Proof. If ρ = 0, then Sρ contains all nodes with φ(v) = 0; there can be only one such643

node. Else if |Sρ| ≤ 1 then |Cρ| ≤ 1 ≤ 2ρ, so assume that |Sρ| > 1 and let u1, u2 :=644

arg maxu,v∈Sρ
{d(u, v)} be a farthest pair of nodes in Sρ. Consider path p from u1 to u2:645

if all nodes w ∈ p have d(w, u1) ̸= d(w, u2), then the midpoint set |M({u1, u2})| = 0, so646

Lemma 26 says |Cρ| ≤ φ(u1) + φ(u2) ≤ 2× 2ρ = 2ρ+1, giving the proof. Hence, let’s consider647

the case where there exists w ∈ p with d(w, u1) = d(w, u2).648

Let w’s neighbors in Cρ be q1, . . . , qk for some k ≤ ∆. If we delete w and its incident649

edges, let Cρ,i be the subtree of Cρ containing qi; suppose that u1 ∈ Cρ,1 and u2 ∈ Cρ,2.650

Choose any arbitrary vertex ui ∈ (Cρ,i ∩ Sρ); such a vertex exists because Cρ is a min-length651

Steiner tree connecting Sρ. Let U := {u1, . . . , uk}.652

Consider any node x ̸= w in Cρ: this means x ∈ Cρ,j for some j. Choose i ∈ {1, 2}653

such that i ≠ j. By the tree properties, d(x, ui) = d(x, w) + d(w, ui). Moreover, we have654

d(ui, u2−i) ≥ d(uj , u2−i) by our choice of {u1, u2}, so d(w, ui) ≥ d(w, uj). This means655

d(x, ui) = d(x, w) + d(w, ui) ≥ d(x, w) + d(w, uj) = d(x, qj) + d(uj , qj) + 2 > d(x, uj),656
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which means x /∈M(U). In summary, M(U) = {w} or |M(U)| = 0, so applying Lemma 26657

in either case gives658

|Cρ| ≤ |Cρ \M(U)|+ 1 ≤
k∑

i=1
φ(ui) + 1 ≤ ∆ · (2ρ + 1). ◀659

▶ Lemma 29 (Small Cost for Transitions). Consider the first round ρ0 such that rρ0 ̸= r, then660

d(r, rρ0) ≤ d(r, g) + |E|+ 2ρ01(ρ0>0). For each subsequent round ρ > ρ0, d(rρ−1, rρ) ≤ 2ρ+1.661

Proof. If the first transition happens in round ρ0, its cost is662

d(r, rρ0) ≤ d(r, g) + d(g, rρ0) ≤ d(r, g) + φ(g) + φ(rρ0) ≤ d(r, g) + |E|+ 2ρ01(ρ0>0),663

where we used Corollary 27 for the second inequality. For all other transitions, Corollary 27664

again gives d(rρ−1, rρ) ≤ φ(rρ−1) + φ(rρ) ≤ 2ρ−1 + 2ρ ≤ 2ρ+1. ◀665

Proof of Theorem 4(i). Suppose g belongs to Sρ, then |E| ≥ 2ρ−1 · 1ρ>0. But now the cost666

over all the transitions is at most d(r, g) + |E| + O(2ρ) · 1ρ>0 by summing the results of667

Lemma 29. The cost of the Euler tours are at most
∑

s≤ρ 2(|Cs| − 1) by Lemma 28, which668

gives at most O(∆ · 2ρ) · 1ρ>0. Combining these proves the theorem. ◀669

5.2 Analysis for Bounded Doubling Dimension (Theorem 4(ii))670

For a graph G = (V, E) with doubling dimension α, and unit-length edges, we consider671

running Algorithm 3, as for the tree case. We merely replace Lemma 28 by the following672

lemma, and the rest of the proof is the same as the proof of the tree case:673

u∗ v∗

c

B(c)

Figure 4 Let u∗, v∗ be the diameter of the set Sρ (i.e, u∗, v∗ = argmaxu,v∈Sρ
d(u, v)). c is any

node in N and B(c) is its neighbor. We show in Claim 31 that the size of B(c) is O(2ρ).

▶ Lemma 30. The total length of the tree Cρ is at most 2O(α) · 22ρ.674

Proof. If |Sρ| ≤ 1, then |Cρ| ≤ 1. Hence next we assume that |Sρ| ≥ 2. Define R :=675

maxu,v∈Sρ
d(u, v), and let u∗, v∗ ∈ Sρ be some points at mutual distance R. Let N be an676

R/8-net of Sρ. (An ε-net N for a set S satisfies the properties (a) d(x, y) ≥ ε for all x, y ∈ N ,677

and (b) for all s ∈ S there exists x ∈ N such that d(x, s) ≤ ε.) Since the metric has doubling678

dimension α, it follows that |N | ≤ ( R
R/8 )O(α) = 2O(α) [20]. Let each point in Sρ choose a679

closest net point (breaking ties arbitrarily), and let B(c) ⊆ Sρ be the points that chose c ∈ N680

as their closest net point (see Figure 4 for a sketch).681

▷ Claim 31. For each net point c ∈ N , we have |B(c)| ≤ O(2ρ).682
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Proof. Because d(v∗, c) + d(u∗, c) ≥ d(u∗, v∗) = R, hence without loss of generality we683

assume d(v∗, c) ≥ R/2. For any point w ∈ B(c), d(w, v∗) ≥ d(v∗, c)−d(c, w) ≥ R/2−R/8 >684

R/8 ≥ d(w, c). Hence w is not in M({c, v∗}). Hence by Lemma 26,685

2ρ+1 ≥ φ(c) + φ(v∗) ≥ |Sρ \M({v∗, c})| ≥ |B(c)|. ◀686

There are 2O(α) net points, so |Sρ| ≤ 2O(α) · 2ρ. Finally, Corollary 27 holds for general687

unit-edge-length graphs, so the cost of connecting any two nodes in Sρ is at most 2ρ, and688

therefore |Cρ| ≤ 2O(α) · 22ρ. ◀689

Using Lemma 30 instead of Lemma 28 in the proof of Theorem 4(i) gives the claimed690

bound of 2O(α) · |E|2, and completes the proof of Theorem 4(ii).691

5.3 Analysis for Bounded Doubling Dimension: Integer Lengths692

In this part, we further generalize the proof above to the case when the edges can have693

positive integer lengths. Consider an graph G = (V, E) with doubling dimension α and694

general (positive integer) edge lengths. Define the ℓ1 analog of the implied-error function to695

be:696

φ1(v) :=
∑
u∈V

|f(u)− d(u, v)|.697

Since we are in the full-information case, we can compute the φ1 value for each node. Observe698

that φ1(g) is the ℓ1-error; we prove the following guarantee.699

▶ Theorem 32. For graph exploration on arbitrary graphs with positive integer edge lengths,700

the analog of Algorithm 3 that uses φ1 instead of φ, incurs a cost d(r, g) + 2O(α) ·O(φ1(g)).701

The proof is almost the same as that for the unit length case. We merely replace Corol-702

lary 27 and Claim 31 by the following two lemmas.703

▶ Lemma 33. For any two vertices u, v, their distance d(u, v) ≤ 1/2(φ1(u) + φ1(v)).704

Proof. By definition of φ1 we have φ1(u)+φ1(v) ≥ |f(u)|+ |f(v)−d(u, v)|+ |f(u)−d(u, v)|+705

|f(v)| ≥ 2d(u, v). ◀706

▷ Claim 34. For each net point c ∈ N , we have
∑

v∈B(c) d(v, u∗) ≤ O(2ρ).707

Proof. Let w be the node among u∗, v∗ that is further from c; by the triangle inequality,708

d(c, w) ≥ R/2. By the properties of the net, d(v, c) ≤ R/8. Again using the triangle709

inequality, d(v, w) ≥ 3R/8. Hence710

φ1(w) + φ1(c) ≥
∑

v∈B(c)

(
|f(v)− d(v, w)|+ |f(v)− d(v, c)|

)
≥ |B(c)| · (3R/8− R/8).711

Since both w, c ∈ Sρ, this implies that712

|B(c)| ·R ≤ 4(φ1(w) + φ1(c)) ≤ O(2ρ).713

Finally, we use that d(v, u∗) ≤ R by our choice of R to complete the proof. ◀714

Now to prove Theorem 32, we mimic the proof of Theorem 4(ii), just substituting715

Lemma 33 and Claim 34 instead of Corollary 27 and Claim 31.716
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6 Closing Remarks717

In this paper we study a framework for graph exploration problems with predictions: as the718

graph is explored, each newly observed node gives a prediction of its distance to the goal.719

While graph searching is a well-explored area, and previous works have also studied models720

where nodes give directional/gradient information (“which neighbors are better”), such721

distance-based predictions have not been previously studied, to the best of our knowledge.722

We give algorithms for exploration on trees, where the total distance traveled by the agent723

has a relatively benign dependence on the number of erroneous nodes. We then show results724

for the planning version of the problem, which gives us hope that our exploration results725

may be extendible to broader families of graphs. This is the first, and most natural open726

direction.727

Another intriguing direction is to reduce the space complexity of our algorithms, which728

would allow us to use them on very large implicitly defined graphs (say computation graphs729

for large dynamic programming problems, say those arising from reinforcement learning730

problems, or from branch-and-bound computation trees). Can we give time-space tradeoffs?731

Can we extend our results to multiple agents? A more open-ended direction is to consider732

other forms of quantitative hints for graph searching, beyond distance estimates (studied in733

this paper) and gradient information (studied in previous works).734
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7 Further Discussion865

7.1 ℓ0-versus-ℓ1 Error in Suggestions866

Most of the paper deals with ℓ0 error: namely, we relate our costs to |E|, the number of867

vertices that give incorrect predictions of their distance to the goal. Another reasonable868

notion of error is the ℓ1 error:
∑

v |f(v)− d(v, g)|.869

For the case of integer edge-lengths and integer predictions, both of which we assume870

in this paper, it is immediate that the ℓ0-error is at most the ℓ1-error: if v is erroneous871

then the former counts 1 and the latter at least 1. If we are given integer edge-lengths but872

fractional predictions, we can round the predictions to the closest integer to get integer-valued873

predictions f ′, and then run our algorithms on f ′. Any prediction that is incorrect in f ′
874

must have incurred an ℓ1-error of at least 1/2 in f . Hence all our results parameterized by875

the ℓ0 error imply results parameterized with the ℓ1 error as well.876

7.2 Extending to General Edge-Lengths877

A natural question is whether a guarantee like the one proved in Theorem 1 can be shown878

for trees with general integer weights: let us see why such a result is not possible.879

1. The first observation is that the notion of error needs to be changed from ℓ0 error880

something that is homogeneous in the distances, so that scaling distances by C > 0 would881

change the error term by C as well. One such goal is to guarantee the total movement to882

be883

O(d(r, g) + some function of the ℓp error),884

where ℓp-error is (
∑

v |f(v)− d(v, g)|p)1/p.885

2. Consider a complete binary tree of height h, having 2h leaves. Let all edges between886

internal nodes have length 0, and edges incident to leaves have length L≫ 1. The goal887

is at one of the leaves. Let all internal nodes have f(v) = L, and let all leaves have888

prediction 2L. Hence the total ℓp error is 2L, whereas any algorithm would have to889

explore half the leaves in expectation to find the goal; this would cost Θ(2h · L), which is890

unbounded as h gets large.891

3. The problem is that zero-length edges allow us to simulate arbitrarily large degrees.892

Moreover, the same argument can be simulated by changing zero-length edges to unit-893

length edges; the essential idea remains the same. and setting f(v) for each node v to be894

L plus its distance to the root. Setting L ≥ 2h gives the total ℓp error to be O(L + 2h),895

whereas any algorithm would incur cost at least ≈ L · 2h.896

This suggests that the right extension to general edge-lengths requires us to go beyond just897

parameterizing our results with the maximum degree ∆; this motivates our study of graphs898

with bounded doubling dimension in §5.899
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7.3 Gradient Information900

Consider the information model where the agent gets to see gradient information: each edge901

is imagined to be oriented towards the endpoint with lower distance to the goal. The agent902

can see some noisy version of these directions, and the error is the number of edges with903

incorrect directions. We now show an example where both the optimal distance and the error904

are D, but any algorithm must incur cost Ω(2D). Indeed, take a complete binary tree of905

depth D, with the goal at one of the leaves. Suppose the agent sees all edges being directed906

towards the root. The only erroneous edges are the D edges on the root-goal path. But any907

algorithm must suffer cost Ω(2D).908

ITCS 2023


	1 Introduction
	1.1 Our Results
	1.2 Our Techniques
	1.3 Related Work

	2 Problem Setup and Definitions
	3 Exploring with a Known Target Distance
	3.1 Definitions: Anchors, Degeneracy, and Criticality
	3.2 The TreeX-KnownDist Algorithm
	3.3 Analysis for the TreeX-KnownDist Algorithm
	3.4 Bounding the Extra Exploration
	3.5 Bounding the Movement Cost

	4 The General Tree Exploration Algorithm
	4.1 Definitions
	4.2 The TreeX Algorithm
	4.3 Analysis of the TreeX Algorithm

	5 The Planning Problem
	5.1 Analysis
	5.1.1 Analysis for Trees (thm:full-info(i))

	5.2 Analysis for Bounded Doubling Dimension (thm:full-info(ii))
	5.3 Analysis for Bounded Doubling Dimension: Integer Lengths

	6 Closing Remarks
	7 Further Discussion
	7.1 0-versus-1 Error in Suggestions
	7.2 Extending to General Edge-Lengths
	7.3 Gradient Information


