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Abstract

In practice, the cost of delaying a job can grow as the job waits. Such behavior is
modeled by the Time-Varying Holding Cost (TVHC) problem, where each job’s
instantaneous holding cost increases with its current age (a job’s age is the time
since it arrived). The goal of the TVHC problem is to find a scheduling policy
that minimizes the time-average total holding cost across all jobs.
However, no optimality results are known for the TVHC problem outside of the
asymptotic regime. In this paper, we study a simple yet still challenging special
case: A two-class M/M/1 queue in which class 1 jobs incur a non-decreasing,
time-varying holding cost and class 2 jobs incur a constant holding cost.
Our main contribution is deriving the first optimal (non-decreasing) index policy
for this special case of the TVHC problem. Our optimal policy, called LookAhead,
stems from the following idea: Rather than considering each job’s current holding
cost when making scheduling decisions, we should look at their cost some X time
into the future, where this X is intuitively called the “lookahead amount.” This
paper derives that optimal lookahead amount.

Keywords: dynamic holding costs, cµ rule, queueing theory, restless Multi-armed
Bandits, index policy
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1 Introduction

Every day, systems around us must decide which task to do next. A clinic decides
which patient to see, a data center chooses which request to serve, a factory picks which
order to process. In many of these settings, the cost of delaying a job increases as it
waits. In a hospital emergency department, triage protocols must account for the fact
that a patient with a moderate condition may become critical if not treated in time.
In a cloud platform delivering live video or interactive applications, delays past a few
hundred milliseconds can cause perceptible lag. In warehouses, orders with perishable
goods may incur increasing holding costs due to spoilage risk or expiry windows. In
all these systems, the scheduler must balance limited service capacity against growing
costs of delay, and must often trade off between completing a short but low-urgency
job and an expensive job that may take longer.

All these problems can be modeled as a stream of jobs where each job has some
instantaneous holding cost (cost per second that the job is not complete). A job’s
holding cost may be constant or vary over time. At every moment, the service provider
has to pay a total holding cost across all jobs in the system. The goal of the service
provider is to minimize the time average holding cost across all jobs.

More formally, consider the problem of scheduling jobs in a single-server queue
to minimize the time-average holding cost. This is a classical objective in queueing
theory and operations research. Optimal scheduling is well understood when jobs
incur constant instantaneous holding cost while in system. For example, when job
sizes are exponential, the well known cµ rule is optimal [1, 2]. For many extensions
such as general job size distributions, optimal scheduling is given by the Gittins index
policy [3, 4].

However, when the instantaneous holding cost varies over time, no optimal pol-
icy is known. To capture cases where holding costs increase as a job is waiting, we
define a job’s age as the time that the job has spent in the system, and we let the
instantaneous holding cost of a job be a function of its age. This Time-Varying Hold-
ing Cost (TVHC) regime was first studied in the seminal paper by Van Mieghem [5].
That paper introduces the generalized cµ rule to minimize time-average holding cost.
However, the rule turns out to only be optimal in a special asymptotic regime, and so
far no optimality results are known outside of asymptotic regimes (see Section 2).

Note that our definition of age, based on time in system, is in contrast to attained
service which is sometimes called age in other literature [6, 7]. The key difficulty with
the fact that holding costs increase with age (not just attained service) is that the
problem intrinsically becomes a restless multi-armed bandit (R-MAB) problem. These
problems are notoriously difficult; It is well known that the optimal policy for such
problems is usually intractable [8].

1.1 Our problem

In this paper, we study a simple setting of the TVHC problem (see Figure 2) which
still captures the key difficulty of restlessness: A 2-class M/M/1 queue in which one
class of jobs has an non-decreasing holding cost function that depends on the job’s age
(time in system), while the other class has a constant instantaneous holding cost. Jobs
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Fig. 1: A 2-class M/M/1 Queue with Age-based Holding Costs.

have exponential service times with class-dependent rates. Even this simple sounding
problem is entirely open. Our model captures many settings in which one class has a
dominant delay sensitivity. For instance, user facing jobs in computer systems serving
mixed workloads alongside background processes may have important and complex
latency requirements. Likewise in business operations, corrective maintenance tasks
may be much more urgent than preventative tasks. Our problem models many such
settings using a general non-decreasing holding cost function for one class, and a
constant holding cost for the other.

(a) Instantaneous holding cost (b) Cumulative holding cost

Fig. 2: (Instantaneous) Holding cost and Cumulative Holding Cost.

In general, the optimal policy for our problem may be arbitrarily complex. It could
be viewed as the solution to a Markov Decision Process (MDP) that needs to track
every combination of jobs with every age. One way of simplifying the problem is to
limit the search space to index policies. In an index policy, every job is assigned a
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scalar-valued index as a function of its state (class and age)1, and the scheduler always
serves the job with highest index. The vast majority of scheduling policies studied in
the queueing literature are index policies (see e.g. [4, 6, 9–14]). Index policies are also
known to be optimal in many settings, such as the Gittins index for rested bandits.
However, in our setting with age-dependent holding costs, even the optimal policy
among the class of index policies is unknown.

We observe that when a class’s holding cost increases with age, the optimal policy
must serve jobs within that class in first-come-first-serve (FCFS) order [15, Lemma
3.1]. This motivates us to restrict our search to the class of index policies which enforce
FCFS within each class: Equivalently, each class has a non-decreasing index function
and ties between jobs within a class are broken using FCFS. We refer to such index
policies as the set of non-decreasing index policies in our paper, and our goal is to find
the optimal policy within that set.

1.2 Towards solving our problem

We now turn to the question of finding the optimal non-decreasing index policy. Intu-
itively, we want something like the cµ rule, where the index of a job with holding
cost ci and completion rate µi is ci ¨ µi. While the cµ rule is optimal for the case of
constant holding costs, it is not defined for our setting. When holding costs are not
constant, the generalized cµ rule [5] assigns index ciptq ¨ µi to a job of class i and age
t. Unfortunately, the generalized cµ rule is only asymptotically optimal for the TVHC
problem.

It is easy to see what goes wrong in the generalized cµ rule: If we look at Figure 2,
a job of class 1 only gets priority over class 2 at the instant that the blue and red
curves cross. Would it not make more sense to prioritize class 1 jobs a little earlier,
so that we can get those jobs done before their holding cost gets really high? That
is exactly the intuition behind our proposed index policy, which we call LookAhead.
Under LookAhead, the index of class 1 jobs depends not on their holding cost at
time t, but rather their holding cost in the future, specifically X time into the future.
The “lookahead amount,” X, is defined in Theorem 1.1, below, and intuition for the
amount is given later in the paper.

Theorem 1.1 (LookAhead) Suppose we have a 2-class M/M/1 queue, where class i jobs
arrive at rate λi with service rate µi for i P t1, 2u. Class 1 jobs incur instantaneous holding
cost at rate c1ptq when they have age t, and class 2 jobs incur holding cost at constant rate c2
while in system. The optimal policy among the class of non-decreasing index policies is given
by the following index functions:

V1ptq “ µ1Erc1pt ` Xqs, where X „ Exppµ1 ´ λ1q, and V2ptq “ µ2c2.

Ultimately, our paper makes the following novel contributions:

1If job sizes are not exponentially distributed, then the index can also be a function of the job’s attained
service, in addition to its age.
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(i) We derive the first optimal scheduling result for a TVHC problem.
(ii) We derive the first analysis of response time tail for an age-based scheduling

policy (see Lemma 3.3).
(iii) Our index policy coincides with the Whittle index policy for the same R-MAB

as we define [15]. The Whittle index policy is typically a heuristic with only
asymptotic optimality guarantees [16–18]. Thus we show a surprising case of
optimality for a Whittle index policy.

2 Related Work

In this section, we review related work on scheduling that informs our study of time-
varying holding costs (TVHC). We group prior work into four areas:

First, we review classic scheduling policies that prioritize jobs based on service
received so far (Section 2.1). These have been well-studied but cannot analyze age-
based scheduling. Next, we discuss age-based scheduling policies (Section 2.2). These
are closer to our setting but only consider a few simple policies, and focus on response
time analysis rather than optimal scheduling. We then describe the generalized cµ rule
(Section 2.3), the only prior work offering any optimality result for TVHC; though only
in the diffusion limit. Finally, we examine Whittle index-based heuristics (Section 2.4)
for TVHC.

2.1 Prioritizing jobs based on attained service:

The past half century of queueing literature has devoted enormous energy to study-
ing the response time of various scheduling policies in the M/G/1 queue, where the
scheduling policy makes decisions based on the service that a job has received so far
[10, Chapters 28-33]. Examples include Shortest Remaining Processing Time (SRPT)
and Least Attained Service (LAS) [11]. Recently (2018), Scully et al. [6] proposed a
unified analysis framework (SOAP) for a very broad class that includes almost all
known scheduling policies, in which a job’s priority depends on its own class, size and
the service that it has received so far.

2.2 Prioritizing jobs based on age:

Much less research has gone into the analysis of scheduling policies where a job’s
priority is based on the time it has spent in the system. The notable exception is
accumulating priority scheduling [19–21]. Under this model, a job’s priority grows
linearly with the time it spends in the system (starting at priority 0). Different classes
may accumulate priority at different rates, allowing an older slow-accumulating job to
eventually overtake a newer fast-accumulating one.

However, jobs in accumulating priority models are not associated with a holding
cost function, and the goal is not to minimize holding cost, but rather to analyze
response time. Additionally, accumulating priority policies only allow analysis in set-
tings where two jobs that arrive at the same time will never flip relative priority [21, 22].
That said, we do borrow some of their Poisson process transformation lemmas, in our
own technical arguments (such as adapting their [19, Lemma 4.2] for our Lemma 3.2).
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2.3 Asymptotically-Optimal Scheduling for the TVHC
problem: Generalized cµ

The TVHC problem we consider was introduced in van Meighem’s seminal paper [5].
This paper provided a scheduling policy known as the generalized cµ rule for mini-
mizing age-based convex holding costs. The generalized cµ rule indexes jobs by the
product of their instantaneous holding cost and instantaneous service rate. This pol-
icy was shown to be asymptotically optimal for minimizing time-average total holding
cost in the diffusion limit (i.e. when arrival and service rates scale as nλ and nµ as
n Ñ 8) under heavy traffic for multi-class M/G/1 queues with convex holding costs
as a function of delay [5, Proposition 8].

The generalized cµ rule is, to our knowledge, the only work to provide any opti-
mality guarantees for TVHC, and only in the asymptotic scaling regimes. In contrast,
our work develops an index policy that is provably optimal in finite time-scales.

Interestingly, the generalized cµ rule corresponds to our policy in the special case
where the optimal lookahead parameterX Ñ 0. This happens precisely in the diffusion
limit, thus our result is consistent with van Meighen’s Proposition 8, and hence is also
asymptotically optimal. But under finite time-scales, we demonstrate (see Section 5)
that our LookAhead policy can significantly outperform the generalized cµ rule.

2.4 Heuristic Scheduling for TVHC: Whittle

Many scheduling problems can be viewed as instances of multi-armed bandit (MAB)
problems. In a standard Markov MAB model, each arm corresponds to a Markov
process with internal states that evolve according to a transition model. The agent
selects one arm to activate at each time step, accruing a cost determined by the states
of all arms, and seeks to minimize the long-run average cost. In scheduling, each job or
job class corresponds to an arm, and the decision is which job to serve at a given time.

The MAB framework has led to powerful results in optimal scheduling, such as
the Gittins index policy, which is optimal for preemptive scheduling in an M/G/1
queue with unknown job size distributions [4]. These results fall under the category
of rested bandits, where the state of an arm (i.e., a job) evolves only when the arm is
pulled—equivalent to a job being served.

However, when a job’s state (e.g. age) evolves even while it is not being served,
the problem becomes a restless bandit. This setting is significantly harder: It is known
to be PSPACE-hard in general, and optimal policies are difficult to characterize [8].
Several papers have proposed Whittle index-based policies for various scheduling prob-
lems [13–15, 23]. However, works in this literature only provide heuristics with only
asymptotic guarantees.

In particular, Li et al. [15] provide a Whittle-index policy for TVHC. This work
develops a heuristic index policy based on job age and demonstrates strong empirical
performance. In fact, the policy that we analyze in this paper coincides with the one
proposed in [15]. However, [15] does not establish optimality. In contrast, we provide
a rigorous proof that this policy is the optimal index policy for one type of two-class
TVHC problem.
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We also borrow several key structural lemmas from [15], particularly in our analysis
of the cost dynamics and structural monotonicity properties of the value function,
which are used in our main proof arguments. To the best of our knowledge, ours is the
first work to prove the optimality of an exact index policy for a dynamic, delay-based
holding cost problem.

For a broader overview of bandit models and index policies in scheduling, we refer
readers to [15, 24].

3 A Shorter Proof Using an Additional Assumption

In this section, we present a shorter proof of our result using one additional assumption.
Intuitively, since class 2 jobs have constant holding cost, it is reasonable to assume
that the index of class 2 jobs should be constant. This is the crux of Assumption 3.1
(explained more rigorously below). Based on this assumption, we will now derive the
optimal non-decreasing index policy. A longer and more involved proof without this
assumption is provided in Section 4.

We structure this section as follows: In Section 3.1, we define Assumption 3.1. In
Section 3.2, we discuss the structure imposed on the scheduling problem when class 1
has an arbitrary non-decreasing index function and class 2 has a constant index. We
call the class of policies defined by this structure “Overtake.” In Section 3.3, we analyze
the response time tail for any Overtake policy. In Section 3.4, we use the response
time tail analysis to analytically solve the optimization problem of minimizing time
average holding cost among Overtake policies.

3.1 Discussion of the Additional Assumption

Recall that the goal of this paper is to find the optimal non-decreasing index policy.
This section makes an assumption that the index for class 2 jobs should not only be
non-decreasing, but furthermore be a constant.

Assumption 3.1 There exists an optimal non-decreasing index policy where the index for
any class 2 job is a constant regardless of the job’s age.

Although this assumption is well-motivated, it is not obvious. For example, one
may argue that the age of a class 2 job reveals some information about the number of
class 2 jobs in the system, which may affect the decision. The longer proof in Section 4
addresses these concerns and justifies our result.

Using Assumption 3.1 allows us to restrict our optimization problem to the class
of Overtake policies, which provides for a simpler proof.

3.2 Policy class: Overtake

For any non-decreasing index policy where the class 2 index is a constant, let V1, V2 be
the index functions of class 1 and class 2 jobs respectively. Define α to be the youngest
age where V1pαq “ v “ V2p¨q, where v represents the constant index of any class 2
job. Then the index policy is equivalent to a policy which has three levels of priority:
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(Q0) class 1 jobs with age ě α; (Q1) all class 2 jobs; and (Q2) class 1 jobs with age
ă α. Within each level of priority, jobs are served in FCFS order. We call this policy
Overtakepαq. Pictorially, it can be illustrated in Figure 3, where priority is enforced
as: Q0 ą Q2 ą Q1.

λ!

λ"

𝑄!

𝑄"

𝑄#

𝑎𝑔𝑒 ≥ 𝛼

1$% priority

2&'

3('

Fig. 3: Overtakepαq Policy.

In this way, any non-decreasing index policy with constant class 2 index is equiv-
alent to some Overtake policy. Thus by Assumption 3.1, the optimal non-decreasing
index policy is equivalent to some Overtake policy. Therefore, to find an optimal non-
decreasing index policy, it suffices to optimize time-average total holding cost within
the class of Overtake policies.

3.3 Characterizing Response Time Tail

In this section, we derive the tail of the response time of class 1 jobs under Overtakepαq.
The key insight is the following lemma: the busy period of Q0 can be seen as that of
an M/M/1 queue. Note that this does not imply that Q0 is an M/M/1 queue, because
the inter-arrival times of jobs into Q0 during a Q0-idle period are not exponentially
distributed.

Lemma 3.2 Let TM{M{1 denote the response time of an M/M/1 queue with arrival rate λ1
and job size distribution Exppµ1q under an FCFS policy. Then jobs that enter Q0 will stay

in Q0 for a time distributed as TM{M{1.

Proof We track the dynamics of the oldest age in Q0 and in a standard M/M/1 queue. Note
that for any sample path, the oldest age trajectory uniquely determines the response time
of each job (since each oldest age drop is equivalent to a job completion). Thus, it suffices
to prove that the stochastic behaviors of the oldest age in Q0 and the M/M/1 queue are the
same during a Q0 busy period.

Define the oldest age in an M/M/1 queue to be A. If A ă 0, this means there is no job in
the M/M/1 queue, and the next job arrives p´Aq time later. In this case, A grows with rate
1. Otherwise if A ą 0, during each δ time step, with probability 1 ´ µ1δ, no job is finished
and the oldest age grows with rate 1. With probability µ1δ, the oldest job is finished. In this
case, since the inter-arrival time is Exppλ1q, we know that the oldest age drops by a random
variable Exppλ1q. If the oldest age drops below 0, the busy period ends.
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Similarly, in Q0, if there exists jobs in Q0, define the time the oldest job in Q0 has spent
in Q0 to be A0. By definition of the Overtakepαq policy, A0 is equal to the age of the oldest
job in Q0 minus α. Thus, a busy period in Q0 starts with A0 “ 0, and then the oldest age A0

follows the same dynamics as A in an M/M/1 queue (when A ą 0), until A0 drops below 0,
which means that the Q0 busy period ends. Therefore, A0 has the same dynamics as A when
they are larger than 0, which means the job completion process in Q0 is the same as that in
an M/M/1 queue during any Q0 busy period. Thus, the time a job spends in Q0 given it has
entered Q0 is equal to the response time in an M/M/1 queue. □

The following lemma characterizes the tail probability of a class 1 job’s response
time. Using Lemma 3.2, we are able to express a class 1 job’s response time in terms of
the response time under a strict priority queueing system where class 2 has preemptive
priority over class 1.

Lemma 3.3 (Tail Probability of Class 1 jobs) Let Tα
1 denote the response time of class 1

jobs under the Overtakepαq policy. Let T
P-Priop2;1q

1 denote the response time of class 1 jobs
in a preemptive priority system where class 2 jobs have strict priority over class 1 jobs. Then
the tail probability of Tα

1 is as follows:

P
“

Tα
1 ą t

‰

“

$

&

%

P
”

T
P-Priop2;1q

1 ą t
ı

if t ď α,

P
”

T
P-Priop2;1q

1 ą α
ı

¨ e´pt´αqpµ1´λ1q otherwise.
(1)

Proof We start by considering the case where t ď α. We will prove that

P
“

Tα
1 ď t

‰

“ P
”

T
P-Priop2;1q

1 ď t
ı

.

Let t ď α. For any tagged class 1 job whose response time is ď t, let Wα denote the work
that runs ahead of the tagged class 1 job in the Overtakepαq system. Because our tagged
class 1 job does not enter Q0, we can express Wα as a sum of two components: (i) all the
class 1 jobs which arrive before our job, and (ii) all the class 2 jobs which arrive before our

tagged class 1 job completes. Therefore Wα is the same as WP-Priop2;1q, the work that runs
ahead of our tagged class 1 job in a P-Priop2; 1q system. Therefore, the response time of our
tagged class 1 job is the same under Overtakepαq and under P-Priop2; 1q, assuming that these
response times are ď α. We have thus shown that

P
“

Tα
1 ď t

‰

ď P
”

T
P-Priop2;1q

1 ď t
ı

.

Moreover, the response time of a class 1 job is smaller in any Overtake policy than in
P-Priop2; 1q. Thus

P
“

Tα
1 ď t

‰

ě P
”

T
P-Priop2;1q

1 ď t
ı

.

These two facts show that

P
“

Tα
1 ą t

‰

“ P
”

T
P-Priop2;1q

1 ą t
ı

, for t ď α.

For t ą α, we can condition on the class 1 job reaching age α (thus entering Q0):

P
“

Tα
1 ą t

‰

“ P
“

Tα
1 ą t | Tα

1 ą α
‰

¨ P
“

Tα
1 ą α

‰

“ P
“

Tα
0 ą t ´ α | Tα

1 ą α
‰

¨ P
”

T
P-Priop2;1q

1 ą α
ı

,
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where Tα
0 is the time that class 1 job stays in Q0.

By Lemma 3.2, we know that Tα
0 is the same as the response time in an M/M/1 queue.

It is well-known that the tail probability of response time in this M/M/1 queue is

P
”

TM{M{1
ą t

ı

“ e´pµ1´λ1qt.

Thus we have that

P
“

Tα
0 ą t ´ α | Tα

1 ą α
‰

“ PrrTM{M{1
ą t ´ αs “ e´pµ1´λ1qpt´αq. (2)

This allows us to express the tail probability when t ą α as:

P
“

Tα
1 ą t

‰

“ P
“

Tα
0 ą t ´ α | Tα

1 ą α
‰

¨ P
”

T
P-Priop2;1q

1 ą α
ı

“ P
”

T
P-Priop2;1q

1 ą α
ı

¨ e´pµ1´λ1qpt´αq.

□

3.4 Optimization Problem

In this section we derive the optimal Overtake policy. The proof is organized in the
following order: First, using the conservation law on mean response times [25], we
transform our optimization problem into terms purely dependent on Tα

1 in Lemma 3.5.
We then use our tail analysis from Lemma 3.3 to analytically solve the resulting
optimization problem: Two lemmas are derived in Lemmas 3.6 and 3.7 and finally we
prove Theorem 3.8. The optimal non-decreasing index policy is a direct corollary of
Theorem 3.8, which is stated in Corollary 3.9.

We start by introducing a definition to simplify our objective.

Definition 3.4 (zCost) Let c̄1ptq “
şt
0 c1psq ds refer to the cumulative holding cost incurred

by a class 1 job when it has reached age t. We define zCost :“ Erc̄1pT1qs ´ c2
µ2
µ1

ErT1s.

Now we apply the conservation law to the objective.

Lemma 3.5 Minimizing time-average total holding cost is equivalent to minimizing zCost.

Proof Since preemption is allowed, any reasonable policy is work conserving. Thus, we can
apply the conservation law [25]:

ρ1ErT1s ` ρ2ErT2s “ W, (3)

where W is the time average amount of work in an M/G/1 system with both class 1 jobs
and class 2 jobs, which can be expressed as

W “
ρ

1 ´ ρ

ˆ

λ1
µ2
1

`
λ2
µ2
2

˙

.

From (3), we have that

ErT2s “
W

ρ2
´

ρ1
ρ2

ErT1s.
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This means the time-average total holding cost is equal to

ErCosts “ λ1Erc̄1pT1qs ` λ2c2ErT2s

“ λ1Erc̄1pT1qs ` λ2c2

ˆ

W

ρ2
´

ρ1
ρ2

ErT1s

˙

“ λ1 zCost ` λ2c2
W

ρ2
.

This means minimizing the time-average total holding cost is equivalent to minimizing
zCost. □

We give a basic formula for exponential random variables.

Lemma 3.6 For any smooth function f and exponential variable X, we have that

Erfpx0 ` Xqs ´ fpx0q “ ErXsErf 1
px0 ` Xqs.

fpx0q ´ Erfpx0 ´ Xqs “ ErXsErf 1
px0 ´ Xqs.

Proof Suppose X „ Exppθq. Then we have that

Erfpx0 ` Xqs ´ fpx0q “

ż 8

0
f 1

px0 ` tqP rX ą ts dt

“

ż 8

0
f 1

px0 ` tqe´θtdt

“
1

θ

ż 8

0
f 1

px0 ` tqθe´θtdt

“ ErXsErf 1
px0 ` Xqs.

The other equation is derived similarly. □

Lemma 3.7 For any differentiable function cp¨q,

dErcpTα
1 qs

dα
“ Erc1

pα ` Exppµ1 ´ λ1qqs
dErTα

1 s

dα
.

Proof We combine Lemmas 3.3 and 3.6.

ErcpTα
1 qs “ cp0q `

ż 8

0
c1

ptqPrrTα
1 ą tsdt

“ cp0q `

ż α

0
c1

ptqPrrTα
1 ą tsdt `

ż 8

α
c1

ptqPrrTα
1 ą tsdt

“ cp0q `

ż α

0
c1

ptqPrrT
P-Priop2:1q

1 ą tsdt

` PrrT
P-Priop2:1q

1 ą αs

ż 8

0
c1

pα ` sqe´pµ1´λ1qsds (by Lemma 3.3)

“ cp0q `

ż α

0
c1

ptqPrrT
P-Priop2:1q

1 ą tsdt
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` PrrT
P-Priop2:1q

1 ą αs
1

µ1 ´ λ1
Erc1

pα ` Exppµ1 ´ λ1qqs

“ cp0q `

ż α

0
c1

ptqPrrT
P-Priop2:1q

1 ą tsdt

` PrrT
P-Priop2:1q

1 ą αs pErcpα ` Exppµ1 ´ λ1qqs ´ cpαqq (by Lemma 3.6)

Thus,

dErcpTα
1 qs

dα
“ c1

pαqPrrT
P-Priop2:1q

1 ą αs `
dPrrT

P-Priop2:1q

1 ą αs

dα
pErcpα ` Exppµ1 ´ λ1qqs ´ cpαqq

` PrrT
P-Priop2:1q

1 ą αs

´

Erc1
pα ` Exppµ1 ´ λ1qqs ´ c1

pαq

¯

(Dominated Convergence Theorem)

“
dPrrT

P-Priop2:1q

1 ą αs

dα
pErcpα ` Exppµ1 ´ λ1qqs ´ cpαqq

` PrrT
P-Priop2:1q

1 ą αsErc1
pα ` Exppµ1 ´ λ1qqs

“

˜

PrrT
P-Priop2:1q

1 ą αs `
dPrrT

P-Priop2:1q

1 ą αs

dα

1

µ1 ´ λ1

¸

Erc1
pα ` Exppµ1 ´ λ1qqs.

(by Lemma 3.6)

Note that this equation holds for any function c. By substituting the function cptq “ t,
we have that

dErTα
1 s

dα
“ PrrT

P-Priop2:1q

1 ą αs `
dPrrT

P-Priop2:1q

1 ą αs

dα

1

µ1 ´ λ1
.

Thus we have that

dErcpTα
1 qs

dα
“

dErTα
1 s

dα
¨ Erc1

pα ` Exppµ1 ´ λ1qqs.

□

Finally, we characterize the optimal Overtake policy.

Theorem 3.8 (Optimal Overtake policy) The optimal Overtake policy, which we call
Overtakepα˚

q, is characterized as follows:

• If Erc1pExppµ1 ´ λ1qqs ą
c2µ2

µ1
, the optimal α˚ is 0, which means that giving full

priority to class 1 jobs is optimal.
• If limtÑ8 c1ptq ă

c2µ2

µ1
, the optimal α˚ goes to infinity, which means that giving full

priority to class 2 jobs is optimal.
• Otherwise, the optimal α˚ satisfies

Erc1pα˚ ` Exppµ1 ´ λ1qqs “
c2µ2

µ1
. (4)

Further, the time-average total holding cost is convex in overtake age.
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Proof Define cptq “ µ1c̄1ptq ´ µ2c2t. Thus we have that for policy Overtakepαq, zCost “

ErcpTα
1 qs. By Lemma 3.7, we know

dzCost

dα
“ pµ1Erc1pα ` Exppµ1 ´ λ1qqs ´ µ2c2q

dErTα
1 s

dα
.

Since increasing α makes class 1 response times strictly larger, we have that
dErTα

1 s

dα ą 0 .
Moreover, since c1 is non-decreasing, µ1Erc1pα`Exppµ1´λ1qqs´µ2c2 is non-decreasing in α.

Now if d{Cost
dα ą 0 for all α ě 0, then α˚

“ 0 is optimal. Likewise, if d{Cost
dα ă 0 for all

α ě 0, the optimal α goes to infinity, which means full priority to class 2 jobs is optimal.

Otherwise d{Cost
dα crosses 0 exactly once at α˚ defined in Equation (4). This means the policy

Overtakepα˚
q is the optimal Overtake policy. □

Finally, the optimal non-decreasing index policy follows directly from Assump-
tion 3.1 and Theorem 3.8. In particular, we call this policy LookAhead policy.

Corollary 3.9 Given Assumption 3.1, the optimal policy, called LookAhead, among the class
of non-decreasing index policies is given by the following index functions:

V1ptq “ µ1Erc1pt ` Xqs, where X „ Exppµ1 ´ λ1q, and V2ptq “ µ2c2.

Proof Given Assumption 3.1, the optimal non-decreasing index policy has a constant class 2
index. Therefore, it is equivalent to some Overtake policy. Moreover, the index policy defined
by index functions V1ptq “ µ1Erc1pt ` Xqs and V2ptq “ µ2c2 is equivalent to Overtakepα˚

q,
the optimal Overtake policy. Thus we have the proof. □

3.5 An intuitive interpretation of the LookAhead policy via
amortized cost

Fig. 4: Expected Additional Cost accrued by a class 1 jobs which has reached age t.

Our policy stated in Corollary 3.9 can be seen as an amortized cµ rule.
A class 1 job with age t will accrue an expected remaining holding cost of

expected remaining holding cost “ Erc̄1pT1q|T1 ě ts ´ c̄1ptq.

It will accrue this cost over its expected remaining time in system, where

expected remaining time in system “ ErT1|T1 ě ts ´ t.

13



Suppose the job were to have constant instantaneous holding cost for all future time.
Then the effective expected cost rate would be

ceff1 ptq “
Erc̄1pT1q|T1 ě ts ´ c̄1ptq

ErT1|T1 ě ts ´ t
.

If we defined ceff2 similarly, we would have ceff2 ptq “ c2 since c2ptq is constant. We could
then apply the cµ rule to the constant holding costs ceff1 and ceff2 by always running
the job with the highest µic

eff
i ptq. Note that this policy definition is recursive since

the response time distribution depends on the policy, and we are stipulating a policy
which depends on the response time.

Interestingly, it turns out that our LookAhead policy is an amortized cµ rule policy
for the problem setting in our paper. To see this, note that since c2ptq is constant, we
will always have ceff2 ptq “ c2. Further, if c1p¨q is increasing,

ceff1 ptq “
Er

şT1|T1ět

t
cpsq dss

Er
şT1|T1ět

t
1 dss

is also increasing. As discussed in Section 3.2 and fig. 3, this means the policy reduces
to an Overtakepαq policy for α such that µ1c

eff
1 pαq “ µ2c2. Then as discussed in

Lemma 3.2, class 1 jobs enter an M/M/1 queue past their overtake age and experience
response time rT1|T1 ě αs “ α ` X, where X „ Exppµ1 ´ λ1q. Thus we have

µ1c
eff
1 pαq “ µ1 ¨

Erc̄1pα ` Xq ´ c̄1pαqs

ErXs
“ µ1Erc1pα ` Xqs (by Lemma 3.6)

Therefore the amortized cµ rule’s Overtake age α is exactly the optimal Overtake
age α˚ derived in Theorem 3.8. Equivalently, we can say that our LookAhead policy
always serves the job with highest amortized cµ index. This view gives us intuition for
why the optimal LookAhead amount is X, where X is the response time of an M/M/1
queue with only class 1 jobs.

4 A Longer Proof Without Assumption 3.1

In Section 3, we proved that our policy is optimal under Assumption 3.1. That is, our
policy is optimal among those policies which have an non-decreasing index function
for class 1 and a constant index for class 2. In this section, we relax Assumption 3.1.
Namely, we show that our policy LookAhead (which is equivalently Overtakepα˚q) is
optimal among policies where both index functions, V1 and V2, are non-decreasing.
Recall that Overtakepα˚q is defined in Theorem 3.8. Specifically, in this section we
only consider the interesting case where α˚ satisfies (4). The proof of optimality for
the case when α˚ “ 0 is a straightforward modification of our proof. For the case when
α˚ Ñ 8, an interchange argument can be used to prove that P-Prio(2;1) is optimal.

14



4.1 Translating to R-MAB

We begin by translating our holding cost problem to an R-MAB problem provided by
[15, Theorem 1]. As stated in Lemma 3.5, our holding cost minimization problem is
equivalent to a holding cost minimization problem where the holding cost of class 1 is
cptq “ µ1c1ptq ´ c2µ2, and class 2 jobs have zero holding cost. Applying [15, Theorem
1] to the new holding costs yields the following bandit.

Theorem 4.1 (Theorem 1, [15]) For any set of non-decreasing index functions tVip¨qu
k
i“1,

the corresponding index policies (breaking ties by FCFS) in the TVHC problem incur the
same cost as in the following R-MAB problem:

• The R-MAB has 2 arms, each representing a class. There are two actions for each
arm (active or passive), where arm i is active means the oldest class i job is served,
and passive means the job served at this moment is of the other type.

• States: At any time, we can represent the state of the R-MAB system by the age
of the oldest job of each class. Namely, we can represent the system state space as
S “ R2, where pt1, t2q represents the state where the oldest class i job has age ti
for i P t1, 2u. If there is no type i job in the system, ti is negative, which means the
next type i arrival happens p´tiq time later. Note that for arm i, the action active
is only allowed when ti is positive.

• Transition Probability: If the action for arm i is passive, the ith arm state grows
with rate 1. Otherwise if arm i is active, the ith arm state may drop an Exppλiq

amount according to a Poisson process (when completions happen). Mathematically,
the transition function is

passive: dti “ dt, active: dti “ dt ´ X ¨ dNµiptq,

where X „ Exppλiq, and Nµi is a Poisson counting process with rate µi.
This transition function can be interpreted in the TVHC problem as follows: A
passive action means that the oldest class i job is not in service and its age grows with
rate 1. If the action is active, then in the next dt time period, the oldest class i job is
served. There is a probability of µidt that the job is completed and leaves the system,
in which case the oldest class i job in the system becomes the previously second-
oldest class i job. Since the inter-arrival time follows the distribution Exppλiq, the
age of the oldest job drops by an Exppλiq amount.

• Cost Function rpt1q: for any system state pt1, t2q, define the cost incurred in the
system to be

rpt1q :“ cpt1q ` Er

N
ÿ

j“1

cpYjqs, (5)

where Yj “
řj

m“1 Xm, Xm „ Exppλ1q, and N is the random variable denoting the
smallest stopping time such that YN`1 ě t1. Observe that the second term of (5)
represents the expected holding cost of all class 1 jobs present, except for the oldest
class 1 job.
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Note that the cost function rpt1q depends only on the class 1 state, t1. This is
consistent with our reformulation of the problem where class 1 has holding cost cptq
and class 2 has zero holding cost.

• Objective: The objective is to minimize the long-run expected cost.

4.2 Bellman Criteria for Optimality

Note that the length of a busy period of a queueing system is identical for any work
conserving policy. Thus, since our objective is to minimize the long-run cost incurred
in a renewal system, by the Renewal Reward Theorem, it suffices to minimize the cost
incurred in each busy period.

A policy π specifies which arm to pull at each state. Specifically, if π pulls arm
1 at state pt1, t2q, we define πpt1, t2q “ 1. Let Vπpt1, t2q be the cost incurred starting
from state pt1, t2q, until the end of the first busy period (i.e., the first time t1, t2 ă 0),
under policy π. Define the Q-value of a policy π, an action a and a state s to be the
total cost incurred until the end of the busy period, given that we start in state s, do
action a for the next δ time, and act according to policy π thereafter, until the end of
the busy period. Then the Q-values of policy π for pulling arm 1 or 2 in state pt1, t2q

can be expressed as follows:

Qppt1, t2q, x1, πyq “ rpt1qδ ` p1 ´ µ1δqVπpt1 ` δ, t2 ` δq ` µ1δErVπpt1 ` δ ´ I1, t2 ` δqs,

Qppt1, t2q, x2, πyq “ rpt1qδ ` p1 ´ µ2δqVπpt1 ` δ, t2 ` δq ` µ2δErVπpt1 ` δ, t2 ` δ ´ I2qs,
(6)

where Ii „ Exppλiq and xi, πy refers to the policy which pulls arm i for the first δ
time, then follows policy π.

By Bellman optimality, a policy π˚ is optimal if and only if the following Bellman
criteria is satisfied for any t1, t2 ě 0:

if π˚pt1, t2q “ 1, then lim
δÑ0

Qppt1, t2q, x1, π˚yq ´ Qppt1, t2q, x2, π˚yq

δ
ď 0,

if π˚pt1, t2q “ 2, then lim
δÑ0

Qppt1, t2q, x1, π˚yq ´ Qppt1, t2q, x2, π˚yq

δ
ě 0.

By (6), this is equivalent to

if π˚pt1, t2q “ 1, then

µ1pVπ˚ pt1, t2q ´ ErVπ˚ pt1 ´ I1, t2qsq ě µ2pVπ˚ pt1, t2q ´ ErVπ˚ pt1, t2 ´ I2qsq,

if π˚pt1, t2q “ 2, then

µ2pVπ˚ pt1, t2q ´ ErVπ˚ pt1 ´ I1, t2qsq ď µ2pVπ˚ pt1, t2q ´ ErVπ˚ pt1, t2 ´ I2qsq.
(7)

In the following subsections, we will show that our policy Overtakepα˚q satisfies
the above Bellman optimality criteria for the R-MAB problem.
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Overtakepα˚q prefers arm 1 over arm 2 in state pt1, t2q iff t1 ě α˚. For ease of
notation, we omit expectations and for example write V pt1 ´I1, t2 ´I2q to refer to the
expectation EI1,I2

“

VOvertakepα˚qpt1 ´ I1, t2 ´ I2q
‰

. Under Overtakepα˚q, (7) transform
into the following claims: For all t2 ě 0,

Claim 1. If t1 ě α˚, µ1pV pt1, t2q ´ V pt1 ´ I1, t2qq ě µ2pV pt1, t2q ´ V pt1, t2 ´ I2qq.
Claim 2. If 0 ď t1 ă α˚, µ1pV pt1, t2q ´V pt1 ´ I1, t2qq ď µ2pV pt1, t2q ´V pt1, t2 ´ I2qq.

The following definition provides notation for a busy period started by some initial
work. We will use this notation throughout the rest of this section.

Definition 4.2 (Busy period with initial work) We denote the length of a busy period
started by W0 initial work, and with Poisson arrivals of rate λ and job-size distribution S,
as BPrW0;λ, Ss.

4.3 Verifying Claim 1

The goal of this section is to verify Claim 1 (Proposition 4.15). We start by defining
the notation for the total class 1 work arriving during a t period of time.

Definition 4.3 Define xW ptq to be the total class 1 work arriving during a t period of time.
Mathematically,

xW ptq :“
N
ÿ

i“1

S
piq
1 ,where S

piq
1 „ Exppµ1q, N „ Poispλ1tq.

We define a random process A. Intuitively, A represents the dynamics of the oldest
age in an M/M/1 queue with arrival rate λ1 and job size distribution Exppµ1q.

Definition 4.4 (A) Given an initial state Ap0q, we define the following random process A:
At each time t, for an infinitely small time step δ,

• if Aptq ă 0, Apt ` δq “ Aptq ` δ;
• if Aptq ě 0, with probability µ1δ, Apt ` δq “ Aptq ´ Exppλ1q;

with probability 1 ´ µ1δ, Apt ` δq “ Aptq ` δ.

Now we introduce a lemma characterizing the value function of Overtakepα˚q.

Lemma 4.5 For any t1 ě α˚,

V pt1, t2q “ E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

` V pα˚
´ I1, t2 ´ I2q

(8)

V pt1, t2 ´ I2q “ E

«

ż BPrS1`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

` V pα˚
´ I1, t2 ´ I2q

(9)
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V pt1 ´ I1, t2q “ E

«

ż BPrS2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

´ I1

ff

` V pα˚
´ I1, t2 ´ I2q

(10)

Proof We view the system through “glasses” where we only see class 1 jobs of age ě α˚ and
class 2 jobs of age ě t2. We call these jobs active.

In state pt1, t2q, the system starts with one visible job of each class, and Poisson arrivals
behind these oldest jobs. Under the policy Overtakepα˚

q, we will serve only active jobs as
long as we see them, and we will serve them P-Priop1; 2q for this time. Further, while we are
only serving active jobs, we will see Poisson arrivals of both classes to the active queue.

Since the initial active work is the oldest job of each class (of age respectively t1 and t2),
and also any younger class 1 jobs with age larger than α˚, the total initial active work is
S1 ` S2 ` xW pt1 ´ α˚

q. Thus we will serve active jobs for a total busy period BPrS1 ` S2 `

xW pt1 ´ α˚
q;λ, Ss. The busy period ends at a departure, when the next oldest job of each

class is younger than α˚ and t2 respectively: the ages of the oldest jobs in class 1 and class 2
are respectively distributed as α˚

´ I1 and t2 ´ I2 at the end of the busy period. This means
at the end of the busy period, the system state is distributed as pα˚

´ I1, t2 ´ I2q.
Similarly, in states pt1, t2 ´ I2q and pt1 ´ I1, t2q, we serve jobs for busy periods BPrS1 `

xW pt1 ´α˚
q;λ, Ss and BPrS2 ` xW pt1 ´α˚

q;λ, Ss respectively. At the end of the busy period,
we reach the same state distribution pα˚

´ I1, t2 ´ I2q. □

Thus, using this lemma, to prove Proposition 4.15 it suffices to characterize the
expectation terms in Lemma 4.5. The approach we adopt is: We strategically introduce
a discount factor β into the expectation terms, and use Lemmas from [15] to charac-
terize the discounted terms. Then we take the limit β Ñ 0 to obtain the expressions
for the expectation terms in Lemma 4.5.

4.3.1 Introducing the discount factor

In order to characterize the expectation terms in Lemma 4.5, we introduce a discount
factor β and define the following discounted version of our expectations.

Definition 4.6 For any t1 ě α˚, define

Ωβpt1,W q “ E

«

ż BPrW ;λ;Ss

0
rpα˚

` Aptqqe´βt dt
ˇ

ˇ Ap0q “ t1 ´ α˚

ff

. (11)

Note that the expectation terms in Lemma 4.5 can be captured by Ωβ by taking the
limit β Ñ 0. We use the following term as an intermediate step to get the expression
for Ωβ .

Definition 4.7 For any t1 ě α˚, define

Uβpt1q “ E
„

ż 8

0
rpα˚

` Aptqqe´βt dt | Ap0q “ t1 ´ α˚

ȷ

. (12)
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The following subsection manipulates several lemmas from [15] to get an expression
of Uβ , and then in section 4.3.3 we return to Ωβ and finally the expectation terms in
Lemma 4.5.

4.3.2 Characterizing Uβ

In this subsection, lemmas from [15] are used to characterize Uβ . We adapt the
following definitions from [15].

Definition 4.8 (Definitions in [15]) For any variable Y , define Ỹ pxq :“ Ere´xY
s to be its

Laplace transform. Define

γ1 :“ Ere´β BPrS1;λ1;S1s
s “ ĂBPrS1;λ1;S1spβq, (13)

γ2 :“ Ere´βI1 s “ Ĩ1pβq, (14)

X „ Exp

ˆ

β

1 ´ γ1

˙

, (15)

ĘCostpt, βq :“ Er

ż BP rS1;λ1;S1s

0
rpt ` Aptqq ¨ βe´βtdt

ˇ

ˇ

ˇ
Ap0q “ 0s, (16)

Γpt, βq :“ Er

ż I1

0
rpt ´ I1 ` tq ¨ βe´βtdts, (17)

Φpt, α˚
q :“ Er

M
ÿ

i“1

γi´1
1

ĘCostpyi, βqs, (18)

where y1 “ t ´ Exppλ1q, yi`1 “ yi ´ Exppλq, and M is the random variable such that
yM ě α˚, yM`1 ă α˚, with M „ Poispλ1pt ´ α˚

qq.

The following lemma from [15] gives the closed form of these terms.

Lemma 4.9 (Lemmas in [15]) For the terms defined in Definition 4.8, we have the following
expressions:

ĘCostpt, βq “ p1 ´ γ1qErrpt ` Xqs, where X „ Exp

ˆ

β

1 ´ γ1

˙

, (19)

Γpt, βq “ p1 ´ γ2qErrpt ´ I1qs, (20)

Φpt, α˚
q “

ż t

α˚

e´λ1p1´γ1qpt´sqλ1 ĘCostps, βqds, (21)

ErγM1 s “ PGF pγ1q “ e´λpt´α˚
qp1´γ1q. (22)

Proof See Lemma 4.17, 4.18 and Case 2 of Lemma E.1 in [15]. □

We can use the terms defined in Definition 4.8 to get the characterization of Uβ .
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Lemma 4.10 For any t1 ě α˚,

Uβpα˚
´ I1q “

1

1 ´ γ1γ2

ˆ

1

β
Γpα˚, βq ` γ2

1

β
ĘCostpα˚, βq

˙

(23)

Uβpt1q “
1

β

`

ĘCostpt, βq ` γ1Φpt1, α
˚

q
˘

` ErγM`1
1 sUβpα˚

´ I1q. (24)

Uβpt1 ´ I1q “
1

β
Φpt1, α

˚
q ` ErγM1 sUβpα˚

´ I1q. (25)

Proof We start by proving (23). Starting at state α˚
´ I1, there is first an I1 period of

time before Aptq returns to 0. During this period of time, 1
βΓpα˚, βq cost is incurred. Then

starting at A “ 0, by definition, a cost of 1
β

ĘCostpα˚, βq is incurred during a BP pS1;λ1;S1q

time period. Finally, A returns to the state α˚
´ I1 (because each drop is Exppλ1q). Given

that γ1, γ2 are respectively the discounting factor after time period I1 and BP pS1;λ1;S1q,
we have that

Uβpα˚
´ I1q “

1

β
Γpα˚, βq ` γ2

1

β
ĘCostpα˚, βq ` γ1γ2Uβpα˚

´ I1q.

This proves the first equation.
To prove (24), we use a similar argument as in Lemma E.1 in [15]: Starting from A “ t1,

the policy stays active until the state drops below t1. During this time (BP pS1;λ1;S1q),
a cost of ĘCostpt1, βq is incurred. After the state drops below t1, the amount it is below t1
follows on exponential distribution with rate λ1. Suppose it is y1 „ t1 ´ Exppλ1q. If y1 is
still larger than α˚, the policy stays active until the state drops below y1, incurring another
ĘCostpy1, βq cost. This process continues until the state drops below α˚. Note that each time
a ĘCostpyi, βq is incurred, the state drops by an exponential amount, thus the total number of
iterations follow a Poisson distribution Poispλ1pt1 ´ α˚

qq. After the final iteration, the state
is Exppλ1q below α˚. This process yields (24).

Equation (25) can be proved by a similar argument. □

Finally, we take the limit β Ñ 0 on the expressions. We first give the following
well-known lemma characterizing the limit of a Laplace transform.

Lemma 4.11 Given a random variable Y , we have that

lim
βÑ0

1 ´ Ỹ pβq

β
“ ErY s.

Proof The proof follows immediately from L’Hospital’s Rule and the property of the Laplace
transform:

lim
βÑ0

1 ´ Ỹ pβq

β
“ ´Ỹ 1

p0q “ ErY s.

□

Thus we can take the limit β Ñ 0 on the random variables.
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Lemma 4.12 When β Ñ 0, we have that

lim
βÑ0

ĘCostpt, βq

β
“

1

µ1 ´ λ1
Errpt ` Exppµ1 ´ λ1qqs, (26)

lim
βÑ0

Γpt, βq

β
“

1

λ1
Errpt ´ I1qs, (27)

lim
βÑ0

Φpt, α˚
q

β
“

λ1
µ1 ´ λ1

ż t

α˚

Errps ` Exppµ1 ´ λ1qqsds, (28)

lim
βÑ0

1 ´ ErγM1 s

β
“ λ1pt ´ α˚

q
1

µ1 ´ λ1
, (29)

lim
βÑ0

βUβpα˚
´ I1q “ pµ1 ´ λ1qErrpα˚

´ I1qs ` λ1Errpα˚
` Exppµ1 ´ λ1qqs. (30)

Proof

lim
βÑ0

ĘCostpt, βq

β
“ lim

βÑ0

1 ´ γ1
β

Errpt ` Expp
β

1 ´ γ1
qqs

“ ErBP rλ1;S1ss ¨ Errpt ` Expp
1

ErBP rλ1;S1ss
qqs

(Dominated Convergence Theorem)

“
1

µ1 ´ λ1
Errpt ` Exppµ1 ´ λ1qqs. (31)

lim
βÑ0

Γpt, βq

β
“ lim

βÑ0

1 ´ γ2
β

Errpt ´ I1qs

“
1

λ1
Errpt ´ I1qs. (32)

lim
βÑ0

Φpt, α˚
q

β
“

ż t

α˚

lim
βÑ0

e´λ1p1´γ1qpt´sqλ1
1

β
ĘCostps, βqds

“

ż t

α˚

lim
βÑ0

λ1
1

β
ĘCostps, βqds because γ1 Ñ 1

“
λ1

µ1 ´ λ1

ż t

α˚

Errps ` Exppµ1 ´ λ1qqsds. (33)

lim
βÑ0

1 ´ ErγM1 s

β
“ lim

βÑ0

1 ´ e´λ1pt´α˚
qp1´γ1q

β

“ λ1pt ´ α˚
q lim
βÑ0

1 ´ γ1
β

L’Hôpital’s rule

“ λ1pt ´ α˚
q

1

µ1 ´ λ1
. (34)

lim
βÑ0

βUβpα˚
´ I1q

“ lim
βÑ0

β

1 ´ γ1γ2

ˆ

1

β
Γpα˚, βq ` γ2

1

β
ĘCostpα˚, βq

˙
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“pµ1 ´ λ1qλ1

ˆ

1

λ1
Errpα˚

´ I1qs `
1

µ1 ´ λ1
Errpα˚

` Exppµ1 ´ λ1qqs

˙

“pµ1 ´ λ1qErrpα˚
´ I1qs ` λ1Errpα˚

` Exppµ1 ´ λ1qqs. (35)

□

4.3.3 Proving Claim 1

Finally, we derive the expected terms in Lemma 4.5 by taking the limit β Ñ 0 in the
Ωβ terms, which can be characterized using the Uβ terms.

Lemma 4.13 The expected terms in Lemma 4.5 have the expressions given in (36), (37) and
(38).

Proof Define B1 :“ BP rS1;λ;Ss, B2 :“ BP rS2;λ;Ss, BW :“ BP rxW pt1 ´ α˚
q;λ;Ss.

Since Ωβpt,W q can be seen as the total cost incurred during the first BP rW ;λ;Ss time,
we have that

Uβpt1q “ Ωβpt1, S1 ` S2 ` xW pt1 ´ α˚
qq ` B̃1pβqB̃2pβqB̃W pβqUβpα˚

´ I1q,

Uβpt1q “ Ωβpt1, S1 ` xW pt1 ´ α˚
qq ` B̃1pβqB̃W pβqUβpα˚

´ I1q,

Uβpt1 ´ I1q “ Ωβpt1 ´ I1, S2 ` xW pt1 ´ α˚
qq ` B̃2pβqB̃W pβqUβpα˚

´ I1q,

where B̃pβq “ Ere´βB
s is the expected discount factor after a busy period B.

Now we take the limit β Ñ 0 and use Lemma 4.10 and Lemma 4.12.

E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

“ lim
βÑ0

Ωβpt1, S1 ` S2 ` xW pt1 ´ α˚
qq

“ lim
βÑ0

Uβpt1q ´ B̃1pβqB̃2pβqB̃W pβqUβpα˚
´ I1q

“ lim
βÑ0

1

β

`

ĘCostpt1, βq ` γ1Φpt1, α
˚

q
˘

`

´

ErγM`1
1 s ´ B̃1pβqB̃2pβqB̃W pβq

¯

Uβpα˚
´ I1q

“
1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs `

λ1
µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

` lim
βÑ0

˜

1 ´ B̃1pβqB̃2pβqB̃W pβq

β
´

1 ´ γ1ErγM1 s

β

¸

βUβpα˚
´ I1q

“
1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs `

λ1
µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

`

ˆ

ErB1 ` B2 ` BW s ´ λ1pt1 ´ α˚
q

1

µ1 ´ λ1
´

1

µ1 ´ λ1

˙

lim
βÑ0

βUβpα˚
´ I1q. Lemma 4.11

(36)

Similarly, we have that

E

«

ż BPrS1`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff
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“ lim
βÑ0

Ωβpt1, S1 ` xW pt1 ´ α˚
qq

“ lim
βÑ0

Uβpt1q ´ B̃1pβqB̃W pβqUβpα˚
´ I1q

“ lim
βÑ0

1

β

`

ĘCostpt1, βq ` γ1Φpt1, α
˚

q
˘

`

´

ErγM`1
1 s ´ B̃1pβqB̃W pβq

¯

Uβpα˚
´ I1q

“
1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs `

λ1
µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

` lim
βÑ0

˜

1 ´ B̃1pβqB̃W pβq

β
´

1 ´ γ1ErγM1 s

β

¸

βUβpα˚
´ I1q

“
1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs `

λ1
µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

`

ˆ

ErB1 ` BW s ´ λ1pt1 ´ α˚
q

1

µ1 ´ λ1
´

1

µ1 ´ λ1

˙

lim
βÑ0

βUβpα˚
´ I1q. Lemma 4.11

(37)

E

«

ż BPrS2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

´ I1

ff

“ lim
βÑ0

Ωβpt1 ´ I1, S2 ` xW pt1 ´ α˚
qq

“ lim
βÑ0

Uβpt1 ´ I1q ´ B̃2pβqB̃W pβqUβpα˚
´ I1q

“ lim
βÑ0

1

β
Φpt1, α

˚
q `

´

ErγM1 s ´ B̃2pβqB̃W pβq

¯

Uβpα˚
´ I1q

“
λ1

µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

` lim
βÑ0

˜

1 ´ B̃2pβqB̃W pβq

β
´

1 ´ ErγM1 s

β

¸

βUβpα˚
´ I1q

“
λ1

µ1 ´ λ1

ż t1

α˚

Errps ` Exppµ1 ´ λ1qqsds

`

ˆ

ErB2 ` BW s ´ λ1pt1 ´ α˚
q

1

µ1 ´ λ1

˙

lim
βÑ0

βUβpα˚
´ I1q. Lemma 4.11 (38)

□

We list here one more lemma in [15] that will be useful.

Lemma 4.14 (r1) The derivative of r is given by

r1
ptq “ c1

ptq ` λ1cptq.

Proof See Lemma 4.16 in [15]. □

Now we are ready to prove Claim 1.
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Proposition 4.15 (Claim 1) For all t1 ě α˚, t2 ě 0,

µ1pV pt1, t2q ´ V pt1 ´ I1, t2qq ě µ2pV pt1, t2q ´ V pt1, t2 ´ I2qq.

Furthermore, the inequality is an equality when t1 “ α˚.

Proof By Lemma 4.5, it suffices to show that

µ1

´

E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

´ E

«

ż BPrS2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

´ I1

ff

¯

ě µ2

´

E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

´ E

«

ż BPrS1`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

¯

. (39)

By Lemma 4.13, we have that the left hand side is equal to

µ1

´

E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

´ E

«

ż BPrS2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

´ I1

ff

¯

“ µ1

ˆ

1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs `

ˆ

ErB1s ´
1

µ1 ´ λ1

˙

lim
βÑ0

βUβpα˚
´ I1q

˙

. (40)

Also, the right hand side of (39) is equal to:

µ1

´

E

«

ż BPrS1`S2`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

´ E

«

ż BPrS1`xW pt1´α˚
q;λ,Ss

0
rpα˚

` Aptqq dt
ˇ

ˇ

ˇ
Ap0q “ t1 ´ α˚

ff

¯

“ µ2ErB2s lim
βÑ0

βUβpα˚
´ I1q. (41)

Note that ErB1s “
ErS1s

1´ρ “ 1
µ1p1´ρq

, ErB2s “ 1
µ2p1´ρq

. Thus we have that (39) is

equivalent to

µ1

µ1 ´ λ1
Errpt1 ` Exppµ1 ´ λ1qqs ě

1

µ1 ´ λ1
lim
βÑ0

βUβpα˚
´ I1q.

Now using Lemma 4.12, the above is equivalent to

µ1Errpt1 ` Exppµ1 ´ λ1qqs ě pµ1 ´ λ1qErrpα˚
´ I1qs ` λ1Errpα˚

` Exppµ1 ´ λ1qqs. (42)

Using Lemma 3.6, we have that

Errpt1 ` Exppµ1 ´ λ1qqs

“ rpα˚
q `

1

µ1 ´ λ1
Err1

pt1 ` Exppµ1 ´ λ1qqs,
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“ rpt1q `
1

µ1 ´ λ1

´

Erc1
pt1 ` Exppµ1 ´ λ1qqs ` λ1Ercpt1 ` Exppµ1 ´ λ1qqs

¯

Lemma 4.14

“ rpt1q ` Ercpt1 ` Exppµ1 ´ λ1qqs ´ cpt1q `
1

µ1 ´ λ1
λ1Ercpt1 ` Exppµ1 ´ λ1qqs

“ rpt1q `
µ1

µ1 ´ λ1
Ercpt1 ` Exppµ1 ´ λ1qqs ´ cpt1q (43)

Errpt1 ´ I1qs “ rpt1q ´
1

λ1
Err1

pt1 ´ I1qs

“ rpt1q ´
1

λ1

´

Erc1
pt1 ´ I1qs ` λ1Ercpt1 ´ I1qs

¯

Lemma 4.14

“ rpt1q ´ pcpt1q ´ Ercpt1 ´ I1qsq ´ Ercpt1 ´ I1qs Lemma 3.6

“ rpt1q ´ cpt1q. (44)

Note that by (4), we have that Ercpα˚
` Exppµ1 ´ λ1qqs “ 0. Thus we have that

Errpα˚
´ I1qs “ Errpα˚

` Exppµ1 ´ λ1qqs.

Therefore, (42) is equivalent to

Errpt1 ` Exppµ1 ´ λ1qqs ě Errpα˚
` Exppµ1 ´ λ1qqs.

This inequality holds because for any s ě α˚,

d

ds
Errps ` Exppµ1 ´ λ1qqs “ Err1

ps ` Exppµ1 ´ λ1qqs (Dominated Convergence Theorem)

“ Erc1
ps ` Exppµ1 ´ λ1qqs ` λ1Ercps ` Exppµ1 ´ λ1qqs Lemma 4.14

ě 0 ` λ1Ercpα˚
` Exppµ1 ´ λ1qqs c is non-decreasing

“ 0.

□

4.4 Verifying Claim 2

Finally, we use induction to prove Claim 2.

Proposition 4.16 (Claim 2) For all t1 P r0, α˚
s, t2 ě 0,

µ1pV pt1, t2q ´ V pt1 ´ I1, t2qq ď µ2pV pt1, t2q ´ V pt1, t2 ´ I2qq.

Proof We show the required inequality by induction on t1. We know equality holds at t1 “ α˚

by Claim 1 (Proposition 4.15). Now assume the required inequality holds for all t1, i.e. for
all t2 ě 0,

µ1pV pt1, t2q ´ V pt1 ´ I1, t2qq ď µ2pV pt1, t2q ´ V pt1, t2 ´ I2qq.

We show that for all t2 ě 0, we have

µ1pV pt1 ´ δ, t2q ´ V pt1 ´ δ ´ I1, t2qq ď µ2pV pt1 ´ δ, t2q ´ V pt1 ´ δ, t2 ´ I2qq.

We unfold the the states from pt1 ´ δ, t2q by a δ time-step, and use the inductive hypothesis.

V pt1 ´ δ, t2q “ rpt1 ´ δqδ ` p1 ´ µ2δqV pt1, t2 ` δq ` µ2δ V pt1, t2 ` δ ´ I2q, (45)

“ rpt1 ´ δqδ ` V pt1, t2 ` δq ´ µ2δpV pt1, t2 ` δq ´ V pt1, t2 ` δ ´ I2qq,
(46)
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V pt1 ´ δ ´ I1, t2q “ rpt1 ´ δ ´ I1qδ ` p1 ´ µ2δqV pt1 ´ I1, t2 ` δq ` µ2δ V pt1 ´ I1, t2 ` δ ´ I2q

(47)

V pt1 ´ δ, t2 ´ I2q “ e´λ2t2V pt1 ´ δ,´I2q ` p1 ´ e´λ2t2qV pt1 ´ δ, t2 ´ Ī2q,

“ rpt1 ´ δqδ ` e´λ2t2pp1 ´ µ1δqV pt1, δ ´ I2q ` µ1δ V pt1 ´ I1, δ ´ I2qq

` p1 ´ e´λ2t2q
`

p1 ´ µ2δqV pt1, t2 ´ Ī2 ` δq ` µ2δ V pt1, t2 ´ Ī2 ` δ ´ I2q
˘

,

“ rpt1 ´ δqδ ` V pt1, t2 ` δ ´ I2q ´ e´λ2t2 ¨ µ1δpV pt1, δ ´ I2q ´ V pt1 ´ I1, δ ´ I2qq

´ p1 ´ e´λ2t2q ¨ µ2δ
`

V pt1, t2 ` δ ´ Ī2q ´ V pt1, t2 ` δ ´ Ī2 ´ I2q
˘

,

ď rpt1 ´ δqδ ` V pt1, t2 ` δ ´ I2q ´ e´λ2t2 ¨ µ1δpV pt1, δ ´ I2q ´ V pt1 ´ I1, δ ´ I2qq

´ p1 ´ e´λ2t2q ¨ µ1δ
`

V pt1, t2 ` δ ´ Ī2q ´ V pt1 ´ I1, t2 ` δ ´ Ī2q
˘

,
(by I.H.)

“ rpt1 ´ δqδ ` V pt1, t2 ` δ ´ I2q ´ µ1δpV pt1, t2 ` δ ´ I2q ´ V pt1 ´ I1, t2 ` δ ´ I2qq.
(48)

where Ī2 „ rI2|I2 ă t2s. Therefore,

µ1pV pt1 ´ δ, t2q ´ V pt1 ´ δ ´ I1, t2qq “ µ1cpt1 ´ δqδ ` µ1p1 ´ µ2δqpV pt1, t2 ` δq

(from Equations (45) and (47))

´ V pt1 ´ I1, t2 ` δqq ` µ1µ2δpV pt1, t2 ` δ ´ I2q ´ V pt1 ´ I1, t2 ` δ ´ I2qqq,
(49)

µ2pV pt1´δ, t2q ´ V pt1 ´ δ, t2 ´ I2qq ě µ2pV pt1, t2 ` δq ´ V pt1, t2 ` δ ´ I2qq ´ µ2
2δpV pt1, t2 ` δq

´ V pt1, t2 ` δ ´ I2qq ` µ1µ2δpV pt1, t2 ` δ ´ I2q ´ V pt1 ´ I1, t2 ` δ ´ I2qq.
(from Equations (46) and (48))

“ µ2p1 ´ µ2δqpV pt1, t2 ` δq ´ V pt1, t2 ` δ ´ I2qq

` µ1µ2δpV pt1, t2 ` δ ´ I2q ´ V pt1 ´ I1, t2 ` δ ´ I2qqq (50)

Combining Equations (49) and (50), applying the inductive hypothesis and using cpt1´δq ă 0
yields the inductive claim. □

5 Simulations

We now conduct simulations to evaluate the performance of our LookAhead policy
from Theorem 1.1). We experiment with different holding cost functions, system loads
and arrival rates.

We present our results in the form of 2 experiments. The experiment correspond
to a different set of holding cost, arrival and service rate parameters for the two job
classes. In each setting, we compare our LookAhead policy with a number of heuristic
policies which have been proposed for TVHC problems. We draw this comparison
across system loads, while maintaining a fixed ratio of arrival rates from each class.

Via simulation, we demonstrate the following main findings:

• Our policy is not just provably optimal, it also achieves significantly (41-56% in
Figure 7) lower time-average holding cost than other policies.

• Depending on the cost functions, our policy may achieve arbitrarily lower holding
cost than other heuristics.
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5.1 Policies Evaluated

Throughout this section, when we talk about “our policy,” we refer to our LookAhead
policy from Theorem 1.1, where the priority of a class i job of age t is given by Viptq:

V1ptq “ µ1Erc1pt ` Xqs, where X „ Exppµ1 ´ λ1q, and V2ptq “ µ2c2.

We compare our policy against the following alternatives:

• FCFS: This policy always serves the job that arrived earliest. FCFS is a very simple
policy and we compare against it as a baseline.

• Strict Priority: This policy assigns a fixed priority to each job class, where jobs
from a higher-priority class have preemptive priority over those from a lower-priority
class. Jobs within a class are run in FCFS order. In our plots, we present the point-
wise better of P-Priop1; 2q and P-Priop2; 1q, where P-Priop1; 2q denotes a preemptive
priority policy where class 1 has strict priority over class 2.

• Generalized cµ Rule [5]: This policy always serves the job with highest index
ciptq ¨ µi, where t is the age of the class i job. Namely,

V1ptq “ µ1c1ptq, and V2ptq “ µ2c2.

This policy is known to be optimal in the diffusion limit.
• Aalto’s Whittle Index Policy [13]: In this policy a class i job of age t is given

index Viptq, where

V1ptq “ µ1Erc1pt ` S1qs, where S1 „ Exppµ1q, and V2ptq “ µ2c2.

This is another Whittle-based heuristic proposed for TVHC in the literature. It also
incorporates a LookAhead-like intuition, however it looks ahead by a shorter time
period.

Note that all the above policies, except FCFS belong to the class of Overtake poli-
cies. The strict priority policies, P-Priop1 : 2q and P-Priop2 : 1q can be respresented as
Overtakep0q and Overtakep8q respectively. Generalized cµ, Aalto and our policy each
have positive finite overtake times, with Generalized cµ having the highest overtake
time and our policy having the lowest. Only our policy’s overtake time varies with
load. Our overtake amount decreases with increasing load, which makes sense since
when load increases, we want to overtake sooner so we don’t end up with very high
holding costs. In the limit of light load, our policy equals Aalto’s policy.

Note also that time-average total holding cost is convex in overtake age, as shown
in Figure 5 and proved in Theorem 3.8. Our policy is at the minimum of this convex
function. Aalto, generalized cµ and P-Priop2; 1q are to its right, thus their costs are
always ordered from lowest to highest. P-Priop1; 2q, being on the left of the minimum,
may perform better or worse than the policies on the right.
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Fig. 5: Expected cost is convex in overtake age. The minimum is achieved by LookA-
head.

5.2 Experimental Results

The two experiments are chosen to highlight settings where different policies are supe-
rior. In both settings, our policy performs significantly better than the other heuristics.
Each experiment shown is represented by (a) a set of holding cost functions (not drawn
to scale); (b) the effective overtake time corresponding to each of the candidate poli-
cies (except FCFS which is not an Overtake policy); and (c) the time-average total
holding cost obtained by all policies in simulation.

In Figure 6, we show an experiment with a quadratic holding cost function for class
1. As shown in Figure 6a, class 1 holding cost is initially 0 but grows quadratically to
surpass class 2’s holding cost. When we move to Figure 6c, we see that FCFS always
has a very high holding cost. Strict priority (Prio) is initially the worst policy, but
it becomes optimal at high load, when it is P-Priop1; 2q. The generalized cµ rule and
Aalto’s policy both start out behaving well at lower loads, but are over 20% worse
than our policy at high loads.

We can understand the above results by looking at the overtake age under each
of the above policies, as shown in Figure 6b. Recall from Figure 5 that the time-avg
holding cost is convex in the overtake age. Recall also that Aalto and the generalized
cµ rule are to the right of our policy, which achieves the minimum cost. Thus it makes
sense that Aalto always performs better than the generalized cµ rule in Figure 6c.

Further, for quadratic holding cost functions, we can analytically compute the
LookAhead index functions, and thus the optimal overtake ages as well. The class 1
index function is quadratic in ErXs “ 1

µ1´λ1
. Meanwhile the class 2 index function is

constant. Thus the optimal overtake age, which is the crossing point of the 2 functions,
can be derived as the root of a quadratic function. For the particular parameters in
Figure 6a, we have

α˚pρq “
´1

1 ´ 0.9ρ
`

d

90 ´
1

p1 ´ 0.9ρq2
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This explains the rapid decrease of the optimal overtake age. For ρ ě 0.95, the root of
this polynomial is negative, but overtake age is constrained to be non-negative. Thus
optimal overtake age is zero for ρ ě 0.95.

(a) Holding cost functions. (b) Overtake age.

(c) Performance of policies.

Fig. 6: Comparison of policies on a setting with quadratic holding costs. We fix
µ1 “ 1, µ2 “ 3, λ1 “ 0.75λ.

In Figure 7, we show an experiment with a deadline-based holding cost function for
class 1. As shown in Figure 7a, a class 1 job at age t incurs instantaneous holding cost
c1 past its deadline d1. The corresponding time-average total holding costs obtained
by the policies is shown in Figure 7c. Here as well, FCFS always accrues highest
holding cost. Strict priority is initially worse than generalized cµ and Aalto, but is
slightly better than Aalto at high load. Our policy does significantly better than all
other policies. At load 0.9, it is 56% better than Aalto, which is the best of all other
heuristics. At load 0.95, it is 41% better than strict priority, which is the best of all
other heuristics.
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To understand what’s happening, we examine the corresponding overtake ages
shown in Figure 7b. The optimal overtake age decreases with increasing load. However
in this setting, it decreases slowly. At load 0, the optimal overtake age is 8.87 (the
same as Aalto’s overtake age). At load 0.98 (which is the highest load we simulate),
the optimal overtake time is 5.71. In fact, in this setting with deadline-based holding
costs as well, we can analytically express our LookAhead index functions. This helps
us derive the optimal overtake age as a function of load to be

α˚pρq “ d1 ´ ln

ˆ

µ1c1
µ2c2

˙

¨
1

µ1 ´ λ1
“ 10 ´

lnp30q

3 ´ 9
4ρ

.

Note that limρÑ1 α
˚pρq “ 10 ´ 4

3 lnp30q « 5.465, not zero. Namely, the LookAhead
amount and optimal overtake parameter α˚ both remain finite in the limit of heavy
traffic. Thus none of the other candidate policies (generalized cµ, Aalto’s heuristic and
strict priority) is optimal in the limit of heavy traffic. This example points out that
generalized cµ is only optimal when we assume both the diffusion limit and the limit
of heavy traffic. It is not optimal simply under heavy traffic.

6 Conclusion

This paper derives the first optimal scheduling policy for a TVHC problem with two
classes of jobs, where one class has a holding cost that increases as jobs age. The
policy derived, called LookAhead, has a similar form to the generalized cµ rule but
incorporates the holding cost of a job at a future time X: The index functions (for
class 1 and 2) are, respectively, V1ptq “ µ1Erc1pt`Xqs, and V2ptq “ µ2c2, where X „

Exppµ1 ´ λ1q. Our policy is not only optimal but also shows non-trivial improvement
over existing policies.

This work opens up promising avenues for future work. First, the TVHC problem
is an important but still widely open problem. While our work provides an optimality
proof for one simple case of TVHC, we hope that our amortized holding cost intuition
from Section 3.5 can be useful in more general TVHC instances. Second, there is a large
community that works on multi-armed bandit problems. Our work can be viewed as
providing an optimality result within the very challenging class of restless multi-armed
bandit problems. This work can hopefully spur on the discovery of more optimality
results within the class of restless multi-armed bandit problems.

Acknowledgements. This work was supported by NSF-CIF-2403194, NSF-III-
2322973, and NSF-CMMI-2307008.
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